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Abstract

Digital libraries (DLs) are complex information systems and therefore demand formal founda-

tions lest development efforts diverge and interoperability suffers. In this paper, we propose the

fundamental abstractions of Streams, Structures, Spaces, Scenarios, and Societies (5S), which

contribute to define digital libraries rigorously and usefully. Streams are sequences of abstract

items used to describe static and dynamic content. Structures can be defined as labeled directed

graphs, which impose organization. Spaces are sets of abstract items and operations on those

sets that obey certain rules. Scenarios consist of sequences of events or actions that modify

states of a computation in order to accomplish a functional requirement. Societies comprehend

entities and the relationships between and among them. Together these abstractions relate and

unify concepts, among others, of digital objects, metadata, collections, and services required to

formalize and elucidate “digital libraries”. The applicability, versatility and unifying power of

the theory is demonstrated through its use in three distinct applications: building and interpre-

tation of a DL taxonomy, analysis of case studies of digital libraries, and utilization as a formal

basis for a DL description language.
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1 Motivation

Digital libraries are extremely complex information systems. The proper concept of a digi-

tal library seems hard to completely understand and evades definitional consensus. Different

views (e.g., historical, technological) and perspectives (e.g., from the library and information

science, information retrieval, or human-computer interaction communities) have led to a myr-

iad of differing definitions. Licklider, in his seminal work [68, pp.36–39], visualized a collection

of digital versions of the worldwide corpus of published literature and its availability through

interconnected computers. More recently, Levy and Marshall gave a view of digital libraries

as a polygamy of documents, technology, and work [67]. Lesk analyzed the relative weights

of the words digital and library in recent efforts in the field, and concluded that those efforts

are dissociated from an understanding of users’ needs and their use of the resources being pro-

vided [66]. Borgman explicitly explored the competing visions of the digital library field, both

from the research and from the practitioner communities, and showed the difficulty that this

conflict imposes on activities like defining terms, characterizing terminologies, and establishing

contexts [14]. A Delphi study of digital libraries coalesced a broad definition: organized collec-

tion of resources, mechanisms for browsing and searching, distributed networked environments,

and sets of services objectified to meet users’ needs [58]. The President’s Information Technol-

ogy Advisory Committee (PITAC) Panel on Digital Libraries discusses “digital libraries – the

networked collections of digital text, documents, images, sounds, scientific data, and software

that are the core of today’s Internet and tomorrow’s universally accessible digital repositories

of all human knowledge” [91]. Underlying all of these is the consensus agreement that digital

libraries are fundamentally complex.

Such complexity most probably is due to the inherently interdisciplinary nature of this kind of

system. Digital libraries integrate findings from disciplines such as hypertext, information re-

trieval, multimedia services, database management, and human-computer interaction [29]. The

need to accommodate all these characteristics complicates the understanding of the underlying

concepts and functionalities of digital libraries, thus making it difficult and expensive to con-

struct new digital library systems. Designers of digital libraries are most often library technical

staff, with little to no formal training in software engineering, or computer scientists with little

background in the research findings about information retrieval or hypertext. Thus, digital li-

brary systems are usually built from scratch using home-grown architectures that do not benefit

from digital library and software design experience. Wasted effort and poor interoperability can
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therefore ensue, raising the costs of digital libraries and risking the fluidity of information assets

in the future.

The broad and deep requirements of digital libraries demand new models and theories in order

to understand better the complex interactions among its several components [40]. As evidence

of this claim, the summary report of the Joint NSF-European Union (EU) Working Groups on

Future Directions of Digital Libraries Research recommended that “new models and theories be

developed in order to understand the complex interactions between the various components in a

globally distributed digital library” [101]. However, though the necessity for such an underlying

theory has long been perceived and advocated, little if any progress has been made towards a

formal model or theory for digital libraries. Formal mathematical models strengthen common

practice. Their lack leads to diverging efforts and has made interoperability one of the most

important problems faced by the field. As a matter of fact, it is not surprising that most

of the disciplines related to digital libraries have formal models that have steered them well:

programming languages, relational databases, hypertext, multimedia, and information retrieval.

In this paper we introduce five formalisms—streams, structures, spaces, scenarios, and soci-

eties (5S)— as a framework for providing theoretical and practical unification of digital libraries.

These formalisms are important for making sense of complexity and can ultimately serve as an

aid for designers, implementers, and evaluators of digital libraries. These abstractions work with

other known and derived definitions to yield a formal, rigorous model of digital libraries.

This paper is organized as follows. Section 2 presents several formal models that have been

developed for different kinds of information systems, setting a context for section 3 which really

presents the five “S” abstractions and defines them formally. Section 4 then builds on this

framework to formally describe digital libraries concepts. Section 5 discusses applications of the

model and section 6 concludes the paper.

2 Formal Models for Information Systems

Formal models and theories are crucial to specify and understand clearly and unambiguously

the characteristics, structure, and behavior of complex information systems. A formal model

abstracts the general characteristics and common features of a set of systems developed for

similar problems, and explains their structures and processes. Furthermore, formal models for

information systems can be used as a tool for the design of a real system while providing a
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precise specification of requirements against which the implementation can be compared for

correctness. Thus, most of the current classes of information systems have some underlying

formal model.

2.1 Databases

The relational model is the most established formal model for databases. In this model, entities

of the real world are modeled as fixed sequences of attribute values, called relations, which are

actually subsets of the Cartesian product of the domain set of each attribute [20]. Normalization

encompasses a set of operations designed to divide complex relations into ones with simple

domains. A specific algebra (called relational algebra [20]) describes operations in this model;

the relational calculus provides an alternative formulation [112].

Object-oriented databases have become the focus of much current database research and develop-

ment efforts due to the limitations of the relational model regarding more complex applications,

like multimedia [18] and geographic information systems [84, 83]. One of the first developments

of a formal framework for object databases explicitly divided them into a structural object

model and a behavioral layer [10]. The structural model is described as a directed graph whose

nodes can be simple values or other abstract objects. Higher-order logic constructs describe the

behaviors of the classes, methods, and inheritance [10]. The ODMG [17] specifications represent

the current standard for this kind of database. It includes a system of types for tuples and ar-

bitrary collections (like sets, lists, and arrays) as well as persistent roots or OIDs to the objects

in the database.

Self-describing data formats, which are the basis for semi-structured database models, also have

taken the stage. An example is the Object Exchange Model (OEM), developed in the context

of the TSIMMIS project at Stanford for integrating heterogeneous data sources, an extension of

the ODMG model [2]. Objects in OEM are represented by a finite labeled graph whose edges

connect atomic and complex objects that are uniquely identified. The value of a complex object

is a set of identifiers (oids) of other objects whereas the value of atomic objects is an atomic

value of its type.

Essential to database architectures is the definition of a view mechanism, which provides logical

independence. In the relational world, those are formalized as virtual relations defined by

queries. In the object oriented context, very recently Guerrini et al. [49] provided the first

formalization of a view model for object oriented databases.
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2.2 Information Retrieval

Formal models for information retrieval (IR) have arisen since the mid-sixties to undergird a

primarily empirical approach [54]. The three classic models in information retrieval are called

boolean, vector, and probabilistic.

The boolean model is set theoretic and is the basis for many IR systems. Documents are seen

as sets of terms (e.g., keywords, phrases). A query is represented as a logical expression built on

terms and some combination of the logical operators AND, OR, and NOT. Searching is carried

out by returning documents that have combinations of terms satisfying the logical constraints

of the query, with supplementary facilities that allow proximity and truncation searching. The

boolean model, in its pure form, has inherent limitations for searching textual documents:

boolean queries are notoriously difficult to write and modify; allow little control over the size of

the result set; and more importantly disallow the production of ranked output [97].

In the vector space model, terms (or concepts or features) used to index documents are consid-

ered as coordinates of a multi-dimensional space [98]. Documents and queries are represented

by vectors in that space where the i -th element of the vector denotes the value of the i -th term,

with the precise value of each such element being determined by some term weighting scheme.

Retrieval involves ranking the document vector space with respect to the query (which has been

located in the space as a result of indexing) based on some similarity function such as the cosine

measure between vectors.

Probabilistic methods [92, 111, 124] attempt to model the IR universe within a probabilistic

framework based on the following assumption: given a query q and a document d in the collec-

tion, estimate the probability that the user will find the document d relevant. This estimation

assumes that: 1) the probability of relevance depends only on the query and the document

representation and 2) there is a well-defined partition of the collection between relevant and

non-relevant documents, where the relevant are those documents which the user prefers as the

answer set to the query q. That ideal answer set of relevant documents should maximize the

overall probability of relevance to the user [93]. These models rely on probabilistic and statisti-

cal notions over user’s provided relevance information as well as on inference network concepts

to combine different kinds of information to derive that ranking.

In a previous attempt to provide a unified theory for some of these approaches, Tague et al.

presented a formal model for IR systems which took into account most of the aspects of the

previous models and several other components derivated from a categorization of IR systems.
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The model was based on context-free grammars and hypergraphs with extended representations

for indexing, ranking, and navigating [110]. More recently, Baeza-Yates and Ribeiro-Neto [7]

gave a formal characterization of IR models in terms of logical views (or representations) of

documents and user queries, a framework for modeling these documents, queries and their

relationships, and a ranking function which associates real numbers with queries and documents.

Such a general model is used to explain the other various IR models that are seen as instantiations

or specializations of the general model.

2.3 Hypertext and Multimedia

Hypertext systems provide the foundations for a complementary activity of retrieval called

browsing, characterized by the lack of clearly defined objectives and whose purpose can change

during the interaction with the system. Hypertext systems have increasingly incorporated mul-

timedia content, leading thus to the concept of “hypermedia systems”.

Multimedia and hypertext/hypermedia information systems also have received formal treat-

ments. Lucarella and Zanzi present a formal graph-based object model of a multimedia database

and describe both the underlying theory and the design and implementation of the Multimedia

Object Retrieval Environment (MORE) system, illustrating the approach [70].

The Dexter model for hypertext abstracts the dynamic and run-time aspects of hypermedia

systems as well as the data storage layer [50]. Nevertheless the Dexter model has been shown

not to be sufficient to handle the so-called “hypermedia-in-the-large,” required when systems

are integrated and expanded through time [65]. The Dexter model also is not sufficient for

multimedia, and was extended and implemented as the Amsterdam model by adding temporal

logics, events, and activations [51]. These models are important to digital libraries because the

DL itself, especially in “browse” mode, can be presented as a large hypertext of nodes that are

the documents contained by the library.

2.4 Digital Libraries

Surprisingly, formal models for digital libraries are missed in the literature and one could con-

jecture that is due to the previously argued complexity of the field. Wang [116] provides one

first attempt to fulfill this gap. His so-called “hybrid approach” defines a digital library as a

combination of a special purpose database and a hypermedia-based user interface and builds
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upon this combination to formalize digital libraries in terms of the formal language Z [106].

Kalinichenko et. al. [56] presented a canonical model for information systems and a compo-

sitional approach which they applied to provide a partial solution for interoperability in DLs.

These approaches, clearly incomplete, are, as far as we know, the only attempts to provide some

comprehensive formalization for the digital libraries field.

3 The 5S Formal Framework

3.1 Mathematical Preliminaries

In this section, we briefly review the mathematical foundations necessary for the development

of the following discussion. These concepts include sets, relations, functions, sequences, tuples,

strings, graphs, and grammars [23].

Definition 1 A set is an unordered collection of distinguishable entities, called its “elements”

or “members.”

Formally, set and ∈ (“element of”) are taken as undefined terms in the axioms of set theory.

The subtleties of these axioms are not important for the present development. We remark that

a set cannot contain itself and the “set of all sets” does not exist. That x is an element of S is

denoted x ∈ S, and there is an “empty” set (∅).

The notation S = {x|P (x)} defines a set S of precisely those objects x for which the logical

proposition P (x) is true. Standard operations between sets A and B include union: A ∪ B =

{x|x ∈ A or x ∈ B}; intersection: A ∩ B = {x|x ∈ A and x ∈ B}; and Cartesian product:

A × B = {(a, b)|a ∈ A and b ∈ B} where (a, b) is called an ordered pair. A is called a subset

of B, denoted by A ⊂ B, if x ∈ A implies x ∈ B. The set of all subsets of set S (including ∅)

exists, is called the power set of S, and is denoted 2S .

Definition 2 A binary relation R on sets A and B is a subset of A × B. We sometimes

write (a, b) ∈ R as aRb. An n-ary relation R on sets A1, A2, ..., An is a subset of the Cartesian

product A1 ×A2 × ...× An.

Definition 3 Given two sets A and B, a function f is a binary relation on A× B such that

for each a ∈ A there exists b ∈ B such that (a, b) ∈ f, and if (a, b) ∈ f and (a, c) ∈ f then
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b = c. The set A is called the domain of f and the set B is called the codomain of f. We write

f : A → B and b = f(a) as a common notation for (a, b) ∈ f. The set {f(a)|a ∈ A} is called

the range of f.

Definition 4 A sequence is a function f whose domain is the set of natural numbers or some

initial subset {1, 2, ..., n} of the natural numbers and whose codomain is any set.

Definition 5 A tuple is a finite sequence that is often denoted by listing the range values of

the function as 〈f(1), f(2), ..., f(n)〉.

Definition 6 A string is a finite sequence of characters or symbols drawn from a finite set

with at least two elements, called an alphabet. A string is often denoted by concatenating range

values without punctuation.

Let Σ be an alphabet. Σ∗ denotes the set of all strings from Σ, including the empty string (an

empty sequence ε). A language is a subset of Σ∗.

Definition 7 A graph G is a pair (V, E), where V is a nonempty set of vertices and E is a

set of two-item sets of vertices, {u, v}, u, v ∈ V , called edges. A directed graph (or digraph)

G is a pair (V, E), where V is a nonempty set of vertices (nodes) and E is a set of edges (arcs)

where each edge is an ordered pair of distinct vertices (vi, vj), with vi, vj ∈ V and vi 	= vj. The

edge (vi, vj) is said to be incident on vertices vi and vj, in which case vi is adjacent to vj ,

and vj is adjacent from vi.

Several additional concepts are associated with graphs. A walk in graph G is a sequence of

not-necessarily distinct vertices such that for every adjacent pair vi, vi+1, 1 ≤ i < n, in the

sequence, (vi, vi+1) ∈ E. We call v1 the origin of the walk and vn the terminus. If the edges of

the walk are distinct, the walk is a trail. The length of the walk is the number of edges that

it contains. If the vertices are distinct, the walk is a path. A walk is closed if v1 = vn and the

walk has positive length. A cycle is a closed walk where the origin and non-terminal vertices

are distinct. A graph is connected if there is a path from any vertex to any other vertex in the

graph. A graph is acyclic if it has no cycles. A tree is a connected, acyclic graph. A directed

tree or (DAG) is a connected, directed graph where one vertex - called the root - is adjacent

from no vertices and all other vertices are adjacent from exactly one vertex.
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Definition 8 A context-free grammar is a quadruple (V,Σ, R, s0) where V is a finite set of

variables called non-terminals, Σ is an alphabet of terminal symbols, R is a finite set of rules

and s0 is a distinguished element of V called the start symbol.

A rule, also called a production, is an element of the set V × (V ∪ Σ)
∗
. Each production is

of the form A → α where A is a non-terminal and α is a string of symbols (terminals and/or

non-terminals).

3.2 Streams

Streams are sequences of elements of an arbitrary type. In this sense, they can model both static

content, as textual material, and dynamic content, as in a temporal presentation of a digital

video or time and positional data (e.g., from a GPS) for a moving object.

A dynamic stream represents an information flow—a sequence of messages encoded by the

sender and communicated using a transmission channel possibly distorted with noise, to a re-

ceiver whose goal is to reconstruct the sender’s messages and interpret message semantics [103].

Dynamic streams facilitate communication in digital libraries, and are thus important for repre-

senting whatever communications take place in the digital library. Examples of dynamic streams

and their applications include video-on-demand, filtering and routing of streams of news, and

transmission of messages. Typically, a dynamic stream is understood through its temporal na-

ture. A dynamic stream can then be interpreted as an finite sequence of clock times and values

that can be used to define a stream algebra, allowing operations on diverse kinds of multimedia

streams [71]. The synchronization of streams can be specified with Petri Nets [81] or other

approaches.

In the static case, a stream corresponds to the information content of an entity and is interpreted

as a sequence of basic elements, probably of a same type. Types of stream include text, video,

and audio. The type of the stream defines its semantics and area of application. For example,

statically thinking, any text representation can be seen as a stream of characters, so that text

documents, like scientific articles and books can be considered as structured streams. Streams

can be formally defined as below.

Definition 9 A stream is a sequence whose codomain is a nonempty set.
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3.3 Structures

A structure specifies the way in which parts of a whole are arranged or organized. In digital li-

braries, structures can represent hypertexts, taxonomies, system connections, user relationships,

containment, dataflows, and workflows, to cite a few. Books, for example can be structured log-

ically into chapters, sections, subsections, and paragraphs; or physically into cover, pages, line

groups (paragraphs), and lines [37]. Structuring orients readers within a document’s information

space. Indeed structured documents often rely on markup languages [36, 22, 43].

Relational and object-oriented databases impose strict structures (called schemas) on data,

typically using tables or graphs as units of structuring [10]. Indexing in information retrieval

systems by a manual or automated process serves not only to improve performance but also

to cluster and/or classify documents to support future requests, generating an organizational

structure for the document space.

With the increase of heterogeneity of material continually being added to digital libraries, we

find that much of this material is “semistructured” or “unstructured”. Such “semistructured

data” refers to data that may have some structure, where the structure is not as rigid, regular,

or complete as the structure used by structured documents or traditional database management

systems [1]. Query languages and algorithms can extract structure from these data [2, 78, 73,

85, 44, 21]. Although most of those efforts have a “data-centric” view of semi-structured data,

recent work with a more “document-centric view” have emerged [6, 35]. In general, human and

natural language processing routines can expend considerable effort to unlock the interwoven

structures found in texts at syntactic, semantic, pragmatic, and discourse levels. Here our

definition of structure extends from that of graph or tree.

Definition 10 A structure is a tuple (G,L,F), where G = (V, E) is a directed graph with

vertex set V and edge set E, L is a set of label values, and F is a labeling function F : (V ∪E) →

L.

As a derivative of this definition, the next one follows.

Definition 11 A substructure of a structure (G,L,F) is another structure (G′, L′,F ′) where

G′ = (V ′, E′) is a subgraph of G, L′ ⊆ L and F ′ : (V ′ ∪E′) → L′.
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3.4 Spaces

A space is any set of objects together with operations on those objects that obey certain rules.

Despite the generality of this definition, spaces are extremely important mathematical con-

structs. The operations and rules associated with a space define its properties. For example, in

mathematics, affine, linear, metric, and topological spaces define the basis for algebra and anal-

ysis [42]. In the context of digital libraries, Licklider discusses spaces for information [68, p.62].

In the information retrieval discipline, Salton and Lesk formulated an algebraic theory based on

vector spaces and implemented it in the SMART System [98]. Spaces can be generalized into

“feature spaces,” sometimes used with image as well as document collections and suitable for

clustering or probabilistic retrieval [93]. Document spaces are a key concept in those theories.

Human understanding is captured in conceptual spaces. Various spaces or subspaces can handle

metadata like author and date, or relationships like citation-based links [30, 64, 16]. Multi-

media systems must represent real as well as synthetic spaces in one or several dimensions,

limited by some presentational space (windows, views, projections) and transformed to other

spaces to facilitate processing such as compression [104, 128]. Many of the synthetic spaces

represented in virtual reality systems are analogs to real spaces, or to information spaces of

various types. Digital libraries may model traditional libraries by using virtual reality spaces or

environments [9, 79]. Also spaces for computer-supported cooperative work provide a context

for virtual meetings and collaborations [24, 87].

Again, spaces are distinguished by the operations on their elements. Digital libraries can use

many types of spaces for indexing, visualizing, and other services that they perform. The

most prominent of these for digital libraries are measurable spaces, measure spaces, probability

spaces, vector spaces, and topological spaces. In the following we define formally these concepts

of space.

Definition 12 Let X be a set. A σ-algebra is a collection B of subsets of X that satisfies the

following conditions:

1. every union of a countable collection of sets in B is again in B , i.e., if Ai ∈ B (i =

1, 2, 3, . . .), then
⋃∞

i=1 Ai ∈ B ;

2. if A ∈ B , then Ã ∈ B , where Ã is the complement of A with respect to X.

One consequence of the definition of σ-algebra is that the intersection of a countable collection
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of sets in B is again in B .

Definition 13 A measurable space is a tuple (X, B ) consisting of a set X and a σ-algebra B

of subsets of X.

A subset A of X is called measurable (or measurable with respect to B ) if A ∈ B . A measure µ

on measurable space (X, B ) is a nonnegative extended real-valued function defined for all sets

of B such that the following conditions are satisfied:

1. µ(∅) = 0 where ∅ is the empty set, and

2. µ (
⋃∞

i=1 Ai) = Σ∞
i=1µ(Ai) for any sequence Ai of pairwise disjoint measurable sets.

Definition 14 A measure space (X, B , µ) is a measurable space (X, B ), with measure µ de-

fined on B .

Definition 15 A probability space is a measure space (X, B , µ), such that measure µ(X) = 1.

Definition 16 A vector space is a set V of objects (vectors) together with a field S of “scalars”

with an addition operation + : V × V → V and a multiplication operation ∗ : S × V → V such

that if x, y, z are in V and α and β are in S then:

1. there is a unique vector 0 ∈ V such that x+ 0 = x for all x ∈ V (additive identity);

2. for each vector x ∈ V there exists a vector −x ∈ V such that x + (−x) = 0 (additive

inverse);

3. (x+ y) + z = x+ (y + z) (associativity of +);

4. x+ y = y + x (commutativity of +);

5. 1 ∗ x = x (identity);

6. (α ∗ β) ∗ x = α ∗ (β ∗ x) (associativity of ∗);

7. (α+ β) ∗ x = α ∗ x+ β ∗ x (distributivity of ∗ over +, right); and

8. α ∗ (x+ y) = α ∗ x+ α ∗ y (distributivity of ∗ over +, left).

Vector spaces are the basis for a widely used information retrieval model, the Vector Space

Model (VSM) [96]. In this model, a document space or set D consists of documents di, each

identified by one or more index terms. In such a space, each document di is then represented
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by a t-dimensional vector di = (di1, di2, ..., dit) where dij is the weight of the jth index term tj .

Furthermore, let di and dj be any two documents in D. It is possible to use their representation

vectors to compute the degree of similarity for the corresponding terms and term weights, that

is, the similarity coefficient between the two documents, denoted as s(di, dj). One could use the

inner product of the two vectors, or functions of the angle between the vector pairs. Also, by

normalizing the vectors di and dj, and projecting the vectors onto the unit sphere, the distance

between two document points on the sphere can be inversely correlated with the similarity

coefficient between two documents.

Definition 17 A topological space is a pair (X, T ) consisting of a set X and a family T ⊂ 2X

of subsets of X such that:

1. ∅ ∈ T and X ∈ T ;

2. for any collection of sets in T , {Ai ∈ T |i ∈ I}, ∪i∈IAi is also in T , and if I is finite,

∩i∈IAi is in T .

T is said to be a topology for X, and elements of T are called open sets. The complement of

an open set is called a closed set.

Vector spaces and measure spaces are often built on top of topological spaces, the latter being

the more basic concept. Any use of the concept of distance implies an underlying metric space,

which is a topological space whose open sets are defined by {y | d(x, y) < r}, where d(x, y) is

the distance between x and y.

Definition 18 A space is a measurable space, measure space, probability space, vector space

or a topological space.

3.5 Scenarios

A scenario is a story that describes possible ways to use a system to accomplish some function

that the user desires. Scenarios are useful as part of the process of designing information systems.

Scenarios can be used to describe external system behavior from the user’s point of view [59];

provide guidelines to build a cost-effective prototype [108]; or help to validate, infer and support

requirements specifications and provide acceptance criteria for testing [53, 109, 63]. Developers

can quickly grasp the potentials and complexities of digital libraries through scenarios. Scenarios

tell what happens to the streams, in the spaces, and through the structures. Scenarios help us
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visualize the spaces, by setting up streams from views of structures. Thus, taken together the

scenarios describe services, activities, tasks and operations and those ultimately specify the

functionalities of a digital library.

For example, user scenarios describe one or more users engaged in some meaningful activity

with an existing or envisioned system. This approach has been used as a design model for

hypermedia applications [82]. Human information needs, and the processes of satisfying them

in the context of digital libraries, are well suited to description with scenarios, including these

key types: fact-finding, learning, gathering, and exploring [120]. Additionally, scenarios can aid

understanding of how digital libraries affect organizations and societies, and how challenges to

support social needs relate to underlying assumptions of digital libraries [67]. Scenarios also

help us consider the complexities of current publishing methods, as well as how they may be

reshaped in the era of digital libraries, considering publishing paths, associated participants,

and publication functions [119].

The concepts of state and event are fundamental to understanding scenarios. Informally, a

state is determined by what contents are in specified locations, as, for example, in a computer

memory, disk storage, visualization, or the real world. An event denotes a transition or change

between states, for example, executing a command in a program. Scenarios specify sequences of

events, which involve actions that modify states of a computation and influence the occurrence

and outcome of future events. From this it is easy to see how dataflow and workflow in digital

libraries and elsewhere can be modeled using scenarios. Following, we formally define all those

concepts.

Definition 19 A state is a function s : L → V , from labels L to values V. A state set S

consists of a set of state functions s : L → V.

Thus si(X) is the value, or the contents, of location X in state si ∈ S.

Definition 20 A transition event (or simply event) on a state set S is an element e =

(si, sj) ∈ (S × S) of a binary relation on state set S that signifies the transition from one

state to another. An event e is defined by a condition function c(si) which evaluates a Boolean

function in state si, and by an action function p.

This transition event is not a probabilistic event [23]. Rather, it is more like the events in

networked operating systems theory [105], transitions in finite state machines [25], those modeled
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by the Unified Modeling Language (UML) [13], or transitions between places in Petri Nets [81].

The condition is used to describe circumstances under which a state transition can take place.

An action models a reference to an operator, command, subprogram or method, responsible to

perform the actual state transition. Events and actions can have parameters that abstract data

items associated with attributes (labels) of a state.

Definition 21 A scenario is a sequence of related transition events 〈e1, e2, ..., en〉 on state

set S such that ek = (sk, sk+1), for 1 ≤ k ≤ n.

We also can interpret a scenario as a path in a directed graph G = (S,Σe), where vertices

correspond to states in the state set S and directed edges are equivalent to events in a set of events

Σe (and correspond to transitions between states). (Technically, G must be a pseudodigraph 1,

since loops (si, si) are possible as events).

Definition 22 A service, activity, task, procedure, or operation is a set of scenarios.

Note that the scenarios defining a service can have shared states. Such a set of related scenarios

has been called a “scenario view” [53] and a “use case” in the UML [13]. In this framework, a

simple transmission service of streams can be formally specified as:

Definition 23 Let T = 〈t1, t2, ..., tn〉 be a stream. Let S be the initial state set of the source

before the transmission. Let D be the final state set of the destination after the transmission.

Let sti be the state in S ∪D that indicates that the source is ready to transmit stream item ti.

Let dti be the state in S ∪D that indicates that the destination has just received stream item

ti. Let event eti = 〈sti , dti〉. A transmission of stream T is the scenario (sequence of events)

eT = 〈et1 , et2, ...etn〉. (See Figure 1.)

Scenarios are implemented to make a working system, and the so-called “specification-imple-

mentation” gap must be overcome [94]. Formally the implementation of scenarios can be seen

in two complementary ways. It’s easy to see how to map the definition of scenario as stated to

an abstract machine represented by a deterministic finite automaton (DFA). This automaton

M = (Q,Σe, δ, q0, F ) is such that M is the user-perceived conceptual state machine of the system

and accepts a language L(M) over the set of events Σe. A grammar G = (V,Σe, R, s0) for the

languageL(M) is such that the non-terminals set V corresponds to the state set S, the terminals

1A digraph which permits both loops and multiple edges between nodes.
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Figure 1: A scenario for the transmission of a stream

are the finite set of events Σe, s0 is a distinguished initial state initializing all locations X, and R

is a finite set of rules. Each rule in R is of the form si → esj and conveys the system from state

si to sj as a consequence of event e, or is of the form si → e when sj ∈ F is a final state. The

grammar and the corresponding conceptual state machine make up the abstract formal model

which the analyst uses to capture, represent, and display system behavior in terms of scenarios.

Denotational semantics [121] offer a programming language perspective for the question. The

implementation of a scenario can be seen as the specification of an ideal computer program. The

program consists of expressions (e.g., Boolean, arithmetic) that will be evaluated and commands

to be executed [121]. Expressions are evaluated with respect to a particular state producing

values according to its type. The resulting values can influence the execution of commands,

which will lead to change in state (or according to our terminology, produce events).

More formally, we can represent the situation of an arithmetic expression a waiting to be eval-

uated in a state si by the pair 〈a, si〉. We shall define an evaluation relation between such pairs

and numbers 〈a, si〉 → n meaning: expression a in state si evaluates to number n. The role of

a command is to execute, to change the state. A pair 〈c, si〉 represents the (command) config-

uration from which it remains to execute command c from state si. The relation 〈c, si〉 → sj

represents the full execution of command c in state si which terminates in state sj .

In denotational semantics the denotation of a command or expression is defined as a partial
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function on states. Thus, for example, an arithmetic expression a denotes a function A[[a]] : S →

R, from a set of states to the set of real numbers. Similarly a boolean expression b will denote

a function B[[b]] : S → T from the state set to the set of truth values. A command c denotes

a partial function C[[c]] : S → S. The brackets [[]] are traditional in denotational semantics. A

is really a function from an arithmetic expression exp to the function A[[exp]] : S → R. A[[a]]

is said to denote the expression a. The semantics of those functions is defined by structural

induction. The denotation of an arithmetic sum, by structural induction, as a relation between

states and numbers is as follows:

A[[n]] = {(s, n)|s ∈ S}

A[[X]] = {(s, s(X))|s ∈ S}

A[[a0 + a1]] = {(s, n0 + n1)|(s, n0) ∈ A[[a0]] and (s, a1) ∈ A[[a1]]}

This structural induction on arithmetic sum shows that “+” is a function where the left-hand

side represent syntactic signs whereas the signs on the right represent operations on numbers,

e.g., for any state s,

A[[3 + 5]]s = A[[3]]s+A[[5]]s = 3 + 5 = 8.

For commands c we define a partial function C[[c]] mapping c to a function C[[c] : S → S

assuming that the definition of subcommands of c has been provided. The formal specification

of a denotation for commands is outside of the scope of this paper, but the interested reader

can find detailed examples in [121].

In sum, explicitly enumerating expressions and commands that will be associated with changes

of state (or events) and defining a denotation for each one, we can formally express the im-

plementation of scenarios. Those specifications can be formally validated and mapped to some

programming language in a real computer. A similar approach which abstracts the process

specification of a program behavior has been proposed in [69] to allow long term preservation

of digital information.

3.6 Societies

A society is a set of entities and activities and the relationships between them. The entities

are hardware, software, and wetware (humans) that are somehow related to the digital library.

The activities are what the entities have done, do, and expect to do with each other. The

relationships make connections between and among the entities and activities of the society.
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Societies are necessary to describe the context of use of a digital library, since societies are

the reason why libraries are built and maintained. In this sense, digital libraries are used for

collecting, preserving and sharing information artifacts between society members. For example,

digital libraries help to grow the relationship between library patrons (society members) and

the information they seek.

A society is the highest-level component of the library, as a digital library exists to serve the

information needs of its societies. Cognitive Models for Information Retrieval [11, 27, 15], for

example, focus on user’s information-seeking behavior (i.e., formation, nature, and properties

of a user’s information need) and on the ways in which IR systems are used in operational

environments.

In digital libraries, specific human societies include patrons, authors, publishers, editors, main-

tainers, developers, and the library staff. There are also societies of learners and teachers. In

a human society, people have roles, purposes, and relationships. Societies follow certain rules

and their members play different roles—participants, managers, leaders, contributors, or users.

Members have activities and relationships. During their activities, society members have created

information artifacts—art, history, images, data—that can be managed by the library. Soci-

eties are holistic—substantially more than the sums of their constituents and the relationships

between them.

Several societal issues arise when we consider them in the digital library context. These in-

clude policies for information use, reuse, privacy, ownership, intellectual property rights, access

management, security, etc. [91]. Therefore, societal governance (law and its enforcement) is

a fundamental concern in digital libraries. Language barriers are also an essential concern in

information systems and internationalization of online materials is a big issue in digital libraries,

given their globally distributed nature [80].

Economics, a critical societal concern, is also key for digital libraries [55]. Collections that

were “born electronic” are cheaper to house and maintain, while scanning paper documents

to be used online can be prohibitively expensive. Internet access is widely available and is

inexpensive. Online materials are seeing more use, including from exceedingly remote locations.

With circulation costs of electronic materials very low, digital delivery makes sense. However,

it brings the problem of long-term storage and preservation such that the myriad of information

now being produced can be accessible to future generations [69].

Modeling a society to the extent that it can be predicted reliably is not possible, due to its
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sensitivity to its inputs that gives it its chaotic nature. However, understanding certain aspects

of societies as sets of entities, activities, and relationships can be beneficial.

In sum, a society is composed of individuals. Individuals have an intrinsic identity and are

grouped into communities indirectly by way of descriptions that apply to all members of a

community. Individuals are related to each other through relationships. Relationships specify

interconnections and communications among individuals. We formalize those concepts below.

Definition 24 A society is a tuple (C,R), where

1. C = {c1, c2, ..., cn} is a set of conceptual communities, each community refering to a set

of individuals of the same class or type (e.g., actors, activities, components, hardware,

software, data);

2. R = {r1, r2, ..., rm} is a set of relationships, each relationship being a tuple rj = (ej , ij),

where ej is a Cartesian product ck1 × ck2 × · · ·× cknj
, 1 ≤ k1 < k2 < · · · < knj ≤ n, which

specifies the communities involved in the relationship and ij is an activity (cf. Definition

22) that describes the interactions or communications among individuals.

4 Using 5S to formally define Digital Library

As pointed out in previous sections, there is no consensual definition of a digital library. This

makes the task of formally defining this kind of application and its components extremely

difficult. In this section, we approach this problem by constructively defining a “core” or a

“minimal” digital library, i.e., the minimal set of components that make a digital library, without

which, in our view, a system/application cannot be considered a digital library. Each component

(e.g., collections, services) is formally defined in terms of a S-based construct or as combinations

or compositions of two or more of them. The set-oriented and functional mathematical formal

basis of 5S allows us to precisely define those components as functional compositions or set-based

combinations of the formal Ss.

Informally, a digital library is a managed collection of information with associated services in-

volving communities where information is stored in digital formats and accessible over a network

[3]. Information in digital libraries is manifest in terms of digital objects, which can contain tex-

tual or multimedia content (e.g., images, audio, video), and metadata. Metadata have been

informally defined as data about other data. Although the distinction between data and meta-
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data often depends on the context, metadata commonly appears in a structured way and covering

different categories of information about a digital object. The most common kind of metadata

is descriptive metadata, which include catalogs, indexes and other summary information used

to describe objects in a digital library. Another common characteristic of digital objects and

metadata is the presence of some internal structure, which can be explicitly represented and

explored to provide better DL services. Basic services provided by digital libraries are indexing,

searching, and browsing. Those services can be tailored to the different communities depending

on their roles, for example, creators of material, librarians, patrons, etc.

In the following we formally define those concepts of metadata (structural and descriptive),

digital objects, collection, catalog, repository, indexing, searching, and browsing services, and

finally digital library.

Definition 25 Structural metadata is a structure.

This simple definition emphasizes the role of structural metadata as a representation or ab-

straction of relationships between digital objects and their components’ parts. The graph-based

representation of this type of metadata can be explicitly expressed, as in the case of markup

[22], or implicitly computed [74, 19].

Definition 26 Let R,L, and P represent sets of labels for Resources, Literals, and Properties

respectively. Descriptive metadata is a structure (G,R∪ L ∪ P,F), where for each directed

edge e = (vi, vj) of G, F(vi) ∈ R ∪ L, F(vj) ∈ R ∪ L and F(e) ∈ P. F(vk) ∈ L if and

only if node vk has outdegree 0. The triple st = (F(vi),F(e),F(vj)) is called a statement,

meaning that the resource or literal labeled F(vi) has property F(e) with value F(vj) (which can

be designated as another resource or a literal).

This definition, inspired by new developments in the metadata area [107, 118], emphasizes the

semantic relationships implied by the labeling function in the structure.

Definition 27 Given a structure (G,L,F), G = (V, E) and a stream S, a StructuredStream

is a function V → (N × N ) that associates each node vk ∈ V with a pair of natural numbers

(a, b), a < b, corresponding to a contiguous subsequence [Sa, Sb] (segment) of the Stream S.

Therefore, a StructuredStream defines a mapping from nodes of a structure to segments of a

stream. An example in a textual stream can be seen in Figure 2. From the example, it can be
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ETD

title author abstract chapter … chapter

title … sectionsection

title body

… paragraphparagraph

…….. ……………… ……….. . 1.Introduction …………… ….………………… …. . Digital libraries are complex…

Structure

Textual
Stream

55 69 532 561

Figure 2: A StructuredStream for a Electronic Dissertation (adapted from [74])

deduced that several structures can be imposed over one stream and vice-versa. Also, it can be

seen that segments associated with a node should include the segments of its children (in case

of a hierarchical tree), although it is not equal to the union of those as “gaps” or “holes” can

occur between child segments [74]. Finally, it should be noted that this definition works also for

multimedia streams like audio, video, and images.

Definition 28 A digital object is a tuple do = (h, SM, ST, StructuredStreams), where

1. h ∈ H, where H is a set of universally unique handles (labels);

2. SM = {sm1, sm2, . . . , smn} is a set of streams;

3. ST = {st1, st2, . . . , stm} is a set of structural metadata;

4. StructuredStreams = {stsm1, stsm2, . . . , stsmp} is a set of StructuredStream functions

defined from the streams in the SM set (the second component) of the digital object and

from the structures in the ST set (the third component).

Figure 3 shows an example of an oversimplified digital object with one structure and several

streams. Two important aspects must be pointed out about this formal definition of a digital

object:

1. Any real implementation does not need to enforce physical containment of the several
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Figure 3: A simple digital object

component parts of a digital object; for example, we could have pointers to external

streams.

2. The definition does not consider active behavior of a digital object (e.g., [62, 76, 77])

where operations, like different disseminations or exporting of subparts, are performed by

external entities, like the user interface or the repository (see below). In spite of the fact

that there is no explicit restriction regarding this, it does conform with our minimalist

approach.

Definition 29 A collection C = {do1, do2, . . . , dok} is a set of digital objects.

Definition 30 Let C be a collection with handles H. A metadata catalog DM for C is a set

of pairs {(h, {dm1, . . . , dmkh})}, where h ∈ H and the dmi are descriptive metadata.

Definition 31 Let C be a collection with handles H. A repository is a tuple (R, get, store, del),

where R ⊂ 2C is a family of collections (including C̃) and the functions “get”, “store,” and “del”

satisfy:

1. get : H → C maps a handle h to a digital object get(h).
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2. store : C ×R → R maps (do, C̃) to the augmented collection {do} ∪ C̃.

3. del : H × R → R maps (h, C̃) to the smaller collection C̃ − {get(h)}.

Thus a repository encapsulates a collection and specific services to manage and access the

collection.

Definition 32 An index I : T → 2H is a function where T is an indexing space over a set of

indexing terms and H is a set of handles. An indexing service implements an index.

The interpretation of indexing space is dependent upon which underlying space it is based.

Terms of a indexing space can be words, phrases, concepts, or features appearing or associated

with the content of a digital object (in their descriptive and structural metadata or streams).

Normally, if a vector space is considered, terms are treated as unrelated, therefore defining

orthogonal vectors that span a space with rank = m, where m = |I|. If a probabilistic space

p = (X, B , µ) is used, X is the set of distinct terms and is called a sample space. Also an index

can be thought of as a mapping from an indexing space to a document (digital object) space

defined by the collection, this latter being a topological space.

Definition 33 Let Q be a set of logical representations for the user information needs, collec-

tively called queries. Let MI : Q× C → R be a matching function, defined by an index I, that

associates a real number with a query q ∈ Q and a digital object do ∈ C, indicating how well

the query representation matches with the digital object, both structurally and by content. A

searching service is a set of search scenarios {sc1, sc2, . . . , sct}, where for each query q ∈ Q

there is a searching scenario sck = 〈e0, . . . , en〉 such that e0 is the start event triggered by a

query q and event en is the final event of returning the matching function values MI(q, d) for

all d ∈ C.

As event en, most probably just the documents with higher scores will be presented to the user

in a list ordered by value.

Let dok(2) denote the stream set component of a digital object dok, dok(3) its structural meta-

data set component, and dok(4) its set of StructuredStreams functions. Let also G[v] denote the

subgraph of a directed graph G containing v and all points and edges starting from the node v.

Finally, let f : A → B and let D be any non-empty subset of A. The restriction of f to D,

denoted by f |D, is a subset of f and is a function from D to B.

Thus, for a collection C:

23



1. AllStreams = (∪dok∈Cdok(2)) and AllSubStreams = ∪smt∈AllStreams{smt[i, j] | smt =

〈a0, a1, . . . , an〉, 0 ≤ i ≤ j ≤ n)} will be the set of all streams and substreams (segments of

streams) of all digital objects in the collection C;

2. AllSubStructuredStreams =
⋃

k,j(SubStructuredStreamkj ) where:

(a) dk ∈ C;

(b) Gkj = (Vkj , Ekj) is the first component of some structure stkj ∈ dk(3);

(c) Hkj = {Gkj [vt]} is the set of all substructures of stkj where vt ∈ Vkj ;

(d) SubStructuredStreamkj = {S|V ′ | (V ′
, E

′
) ∈ Hkj , S ∈ dok(4) is a StructuredStream

function defined from the structure stkj}.

Therefore, AllSubStructuredStreams corresponds to the set of all possible substructures

and their corresponding connections to streams inside digital objects of the collection.

Definition 34 Let H = ((VH , EH), LH ,FH) be a structure and C be a collection. A hypertext

HT = (H,Contents,P) is a triple such that:

1. Contents ⊆ C ∪ AllSubStreams ∪ AllSubStructuredStreams is a set of contents that

can include digital objects of a collection C, all of their streams (and substreams) and all

possible restrictions of the StructuredStream functions of digital objects.

2. P : VH → Contents is a function which associates a node of the hypertext with the node

content.

A hyperlink is an edge in the hypertext graph. Source nodes of a hyperlink are called “anchors”

and are generally associated via function P with segments of streams. Also, in this definition,

two basic types of hyperlinks can be identified: structural and referential [117]. Structural

hyperlinks allow navigation inside internal structures and across streams of digital objects.

Referential hyperlinks usually have their target nodes associated with external digital objects

or their subcomponents.

Figure 4 illustrates the definition. The hypertext is made by structural hyperlinks that follow

the structural metadata and external referential links. Links originate from segments of streams.

Link targets for, respectively, links 1, 2, and 3, are an entire digital object, a portion of its Struc-

turedStream function and one of its streams, in this case an image. An instance of this model

is the Web. The Web is a structure where hypertext links connect nodes that can be associated

with: 1) complete HTML pages that can be considered digital objects; 2) substructures of a
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HTML page, for example, for a section of the page; and 3) links to streams, e.g., images, audios,

or text. It should be noted that for the sake of brevity we are not describing here links to

services, for example, external plugins that can be invoked by browsers or Web forms.

Definition 35 A browsing service is a set of scenarios {sc1, . . . , scn} over a hypertext (mean-

ing events are defined by edges of the hypertext graph (VH , EH)), such that traverse link events

ei are associated with a function TraverseLink : VH × EH → Contents, which given a node

and a link retrieves the content of the target node, i.e., TraverseLink(vk , eki) = P(vt) for

eki = (vk, vt) ∈ EH.

Therefore, by this definition, every browsing service is associated with an underlying hypertext

construct. This view can for example unify the three modes of browsing defined by Baeza-Yates

and Ribeiro-Neto [7]: flat browsing, structured guided, and navigational mode. The third one

is the most general case and fits exactly our model. The first two can be considered special

cases. In flat browsing the hypertext has a flat organization, for example, an ordered list of

documents or a set of points in an image and the graph structure of the hypertext corresponds

to a disconnected bipartite graph. In the second one, which includes classification hierarchies and
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directories, the hypertext graph is a tree. It is, for example, the work of many semi-structured

wrapper algorithms to disclose this hypertext “hidden” structure in the Web. Once revealed,

this structure can be stored in databases or represented in other semi-structured models to

allow queries or transformations. Methodologies like PIPE [88] make use of this information to

personalize Web sites. Note also that more sophisticated kinds of hypertext can be defined by

extending the current definition. For example, we could relax the function P to be a relation

and associate different contents with the same node, which could be achieved by having different

modes of traversing the same link in an extension of the TraverseLink function. However, the

present definition is simpler and serves well our minimalist approach.

Definition 36 A digital library is a 4-tuple (R,DM, Serv, Soc), where

• R is a repository;

• DM is a metadata catalog;

• Serv is a set of services containing at least services for indexing, searching, and browsing;

• Soc is a society of users of the digital library.

5 Applications of 5S

In this section, we illustrate the expressiveness and unifying power of 5S as a theory for digital

libraries through its use in three different kinds of applications. In the first one, we build a

taxonomy of DL concepts derived from the literature and characterize the result in the light

of the theory. The second kind of application uses 5S as an analytic tool to understand and

dissect a DL instance and a DL protocol for interoperability. And finally, we present a brief

description of a declarative language based on 5S for the specification and automatic generation

of DL applications.

5.1 Digital Library Taxonomy

A taxonomy is a classification system of empirical entities with the goal of classifying cases

according to their measured similarity on several variables [8]. Classifications are a premier

descriptive tool and as such, they give a foundation towards an explanation for a phenomena.

Classifications provide a terminology and vocabulary for the field and help to reduce complexity

and achieve parsimony by logically arranging concepts through the identification of similarities
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and differences. We have built a taxonomy for digital libraries as a classification system of terms

involved with the field. Our taxonomy describes the digital library field in conceptual terms

and therefore its organization is amenable to be interpreted in the light of our 5S theory. This

interpretation takes a more informal conceptual understanding of the ‘Ss’ and corresponding DL

components to understand the resulting agglomerations of common concepts in the taxonomy.

In the process of building such a taxonomy, we have considered the principles of taxonomies

in social sciences, notably cluster analysis, and the faceted classification schemes [113]. The

presentation of the taxonomy also was influenced by the work of Saracevic and Kantor [99] in

their taxonomy of value in libraries and information services. In particular we were guided by

the idea that topics written about a subject unequivocally reveal the appropriate facets for that

subject [28], and that those facets are enough to describe the phenomenon [89]. We followed

an agglomerative strategy using subjective relational concepts like association and correlation.

During the construction of the taxonomy we tried to accommodate all the terms found in the

literature and marginal fields, guarantee mutual exclusivity, and ensure consistency and clarity.

To collect the unstructured list of concepts, we went through this literature to find all fea-

tures, issues, and roles utilized and identified specific terms. In particular, we explored relevant

contributions from the following literature sources:

• ACM DL conferences (1995-2000),

• ACM Transactions on Information System,

• Communications of the ACM (particularly 4/95, 4/98, 5/2001),

• D-Lib Magazine,

• European Conference on Digital Libraries (1997-2000),

• IEEE Computer DL Issue (4/97),

• IEEE-CS International Conference - Advances in Digital Libraries (1996-2000),

• Independent (Texas) DL Conferences 93, 94,

• International Journal on Digital Libraries (Springer),

• Journal of the American Society for Information Science (and Technology),

• Web in general.

As a starting point, we used a initial set of terms and phrases listed alphabetically in [32]. To

this list we added other terms from the various articles. When this was reasonably voluminous,
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we produced a grouping of terms of similar or related meaning into “notational families” known

as facets. Each group was given a label that described the idea behind the homogeneity of the

group or the main variable considered. From there, we grouped the clusters, and so on, until

we achieved convergence into one unique facet called “digital library.”

Once the initial taxonomy was complete, we noticed certain terms were missing or ambiguous,

so we added terms and qualified them in each context. After several iterations of successive

clustering, declustering, and reclustering, we released a more concrete and agreed working set

for peer review. The resulting taxonomy is shown in Figure 5.

We must point out that, as with any classification system, our taxonomy must evolve to accom-

modate changes in the digital library field. However, two factors contribute to the stability of

the taxonomy, and therefore to its relative longevity. First the taxonomy was derived from a

significant corpus of digital library literature; therefore it is more stable than personal opinions,

for example. Second, the higher-level groupings are significantly abstract so that they may

be applied to many fields, with possible additions or changes probably necessary only in the

level of specific categories. As an undermining factor, it weights the youth and extremely fast

development of the field. In the following we describe the main facets and sub-facets of the

taxonomy, making use of 5S as an analytical tool. In particular, we discuss the key parts of

Figure 5 informally in terms of the five “S”s and their combinations.

5.1.1 Actors: Who interacts with/within DLs?

Sets of actors that share a common behavior in terms of services and interactions constitute a

community, the building blocks of a society. Communities—of students, teachers, librarians—

interact with digital libraries and use digital libraries to interact, following predicted scenarios.

Communities can act as a query-generator service, from the point of view of the library, and

as a teaching, learning, and working service, from the point of view of other humans and

organizations. Communications between actors and among the same and different communities

occurs by sending and receiving streams. Communities of autonomous agents and computers

also play roles in digital libraries. They act on the part of humans in the information society,

performing scenarios upon our request. To operate, they need structures of vocabulary and

protocols to confront various information and negotiation spaces. They act by sending (possibly

structured) streams of queries and retrieving streams of results.
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Figure 5: Taxonomy of Digital Libraries Terms
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5.1.2 Activities: What happens in DLs?

Activities of digital libraries— abstracting, creating, collecting, disseminating, evaluating, mod-

eling, organizing, preserving, personalizing, requesting, and selecting — all are services that

follow scenarios. Furthermore, these activities make and characterize relationships within and

between societies, streams, and structures. Each activity happens in a setting, arena, or space.

The relationships developed can be seen under the optics of larger structures (e.g., social net-

works [102, 57]).

5.1.3 Components: What constitutes DLs?

Digital libraries can contain repositories of knowledge, information, data, metadata, relation-

ships, logs, annotations, user profiles, and documents, all which can be interpreted as distinct

forms of digital objects, according to their particular structures, metadata, and streams. They

can contain structuring and organizational materials: term lists (e.g., authority files, dictio-

naries), classification tools (e.g., subject headings and taxonomies), thesauri, ontologies and

catalogs. DLs are served by a substrate—a foundational complex amalgamation of different

combinations of Ss that involves computers, network connections, file and operating systems,

communications links, and protocols.

5.1.4 Socio-economic, Legal Aspects: What surrounds the DL?

This facet is mainly related to the societal aspects of the DL and their relationships and inter-

actions, including regulations, measures and derivatives. It abstracts aspects surrounding the

other DL issues and involves policies, economic issues, standards, and qualities. Most of those

are generally established by normative structured documents. Policies and quality control can

be enforced by specific services, for example, authentication, authorization [41], cryptography

and specific practices (scenarios) or protocols, which can involve other communication services

and serialized streams.

5.1.5 Environment: In what contexts are DLs embedded?

The environment is the space that defines the use and the context of a DL. It involves again the

society that set up the DL, uses it, and keeps it going. But it is also how the DL fits into the
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structure of community and its organization and dictates the scenarios by which its activities

are performed.

Academic Disciplines define a problem area “per se” and build a rational consensus of ideas and

information about the problem that leads to a solution [100]. Thus they carve out a space for

their approaches, structure some subject knowledge jointly with specific scenarios that define

the methods or activities used to solve their specific problems. Purposes and Scope define the

societies which the DL must serve and determine a specific structure of libraries that gives

particular scenarios for those users.

5.2 DL Case Studies with 5S

In the last section, 5S was used to provide a better understanding of the DL field as a whole. The

goals of this section are threefold: 1) to show the use of 5S as an analytical tool helpful to better

comprehend specific DL phenomena; 2) to present the complex interplays that occur among

5S components and DL concepts in real DL application and that go beyond those described

in our minimalist formal DL specification; and 3) to illustrate the possibility of using 5S as a

instrument for requirements analysis in DL development.

5.2.1 The NetworkedDigital Library of Theses and Dissertations (NDLTD)

The Networked Digital Library of Theses and Dissertations (NDLTD) [86, 75, 33] is an interna-

tional federation of universities, libraries, and other supporting institutions focused on efforts

related to electronic theses and dissertations (ETDs). Many libraries and universities run their

own programs and services, but there also are consortia activities at the state (e.g., OhioLINK),

regional (e.g., Catalunya, Spain), and national (Australia, Germany, India, Portugal) levels.

NDLTD allows institutions to cooperate and collaborate in a federated fashion, in a scalable

and sustainable effort, especially since automation affords savings to both students and their

universities relative to old paper-based approaches. As the distributed collection grows, and

ultimately achieves critical mass, NDLTD has the potential to become one of the largest and

most active digital libraries supporting education and research.

NDLTD Societies The primary society addressed through NDLTD is graduate students.

The project aims to enhance graduate education, particularly of those students who prepare

either a thesis or dissertation. Consequently, a second society is implicated, namely those in-
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volved in administering graduate programs. Those who are deans or associate deans of graduate

schools, and their supervisors (e.g., associate provosts or associate chancellors) and staff, as well

as the members of related associations (e.g., Council of Graduate Schools in USA, or the Cana-

dian Association of Graduate Schools), are key members of this important society, that often

decides if a university will join NDLTD. Because some universities have distributed these respon-

sibilities to colleges or faculties, or because some involved in graduate program administration

are too busy to carefully study NDLTD, we expanded this second society to include those in

colleges or departments that administer graduate programs, allowing them to have their respec-

tive units join NDLTD prior to an action by the entire university. The third society related to

NDLTD includes those involved in related activities in university libraries. This often involves

the director or dean of the university library, as well as those involved in automation, support

of multimedia development, training, cataloging, preservation, or other similar roles.

A fourth society involved in NDLTD is that of faculty. They may encourage students to start

early to experiment with electronic theses and dissertations (ETDs), and to prepare expressive

works, using multimedia. They may assist by providing tools in their laboratories that help with

production of an ETD. They may guide students to produce high-quality works; that, in turn,

may encourage and help large numbers of potentially interested readers. Faculty also assist

students to grasp key issues regarding intellectual property and copyright, and to make their

research results available to the widest community of readers possible given constraints relating

to patents or publishers (see next paragraph).

The fifth, whose importance to the project became obvious early in 1997, is that of publishers.

Though NDLTD was developed as a university effort, there is linkage with scholarly publishers

because thesis and dissertation work often relates to other writings involving those students, such

as conference papers, journal articles, and monographs. Because of copyright laws, and because

of publisher policies that may force editors to make judgements regarding prior publication,

this important society must be considered. In cases like ACM, IEEE-CS, and Elsevier, there is

strong support, which has been highly beneficial.

NDLTD Scenarios/Services Each of the societies involved in NDLTD needs particular

services from the digital library. They engage in various tasks and activities related to ETDs -

each with corresponding scenarios. The NDLTD team has focused on training (through work-

shops, online materials, and help in media centers or library sites) to help students with the

authoring or creation of ETDs. Next, there is the process of submission, supported by workflow
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software to help students enter and edit the metadata (including abstracts) about their ETDs.

Staff in the graduate school and library also use other parts of the workflow software as they

check, approve, archive, and catalog new ETDs. Library staff ensure that new works are added

to the collection, and that the system affords access almost all the time. In terms of volume, the

most active scenarios relate to use of the digital library. First, there are simple (running) and

advanced (prototype) interfaces that support accessing individual university sites (searching or

browsing), federated search across multiple sites and access to a union archive collection through

the MARIAN [34, 46, 45] and the VTLS [114] digital library systems. There is experimental

software to add annotation capabilities (the service selected as most important to add, based on

focus groups to determine what other scenarios apply) [72]. There is also experimental software,

extending the SIFT package [126] from Stanford University and a prototype in the MARIAN

system, to provide filtering and routing services based on stored user profiles, for those who wish

to be notified whenever an interesting ETD arrives. As time proceeds, our work in interoper-

ability with other digital library software like Greenstone [122, 123], Phronesis [39], and Emerge

[38] may allow us to support other universities that choose to use those packages to provide

access services for their local ETDs.

NDLTD Spaces One space-related aspect of NDLTD is the physical location of members (a

metric space) - now spread over parts of Africa, Asia, Australia, and Europe, as well as North,

Central and South America. The Internet provides the name space of machines, while the

WWW provides the name space of servers. Vocabulary used in different NDLTD services like

searching relates to the conceptual space used in indexing. This will become more disciplined, as

members use both some version of MARC, Dublin Core, or the new developed ETD-MS thesis

and dissertations metadata standard [4], which is likely to provide the basic conceptual space for

accessing the NDLTD collection. In addition, manual, semi-automatic, and automatic indexing

and classification methods can be applied to place ETDs into conceptual spaces that relate to

the Library of Congress or Dewey classifications, as well as discipline-specific thesauri (e.g.,

ACM’s category system for computing) [48]. Another major space-related aspect of NDLTD

deals with user interfaces. There are multiple graphical user interfaces that relate to our various

software routines, including the ENVISION interface [52]. In addition, ongoing experimentation

is investigating how the library metaphor applies to using our collection in our 10x10x10’ CAVE

(virtual reality environment) [79].
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NDLTD Streams NDLTD deals with a variety of streams. At the simplest level are streams

of characters for text, and streams of pixels for images. Some students have included audio

files, or digital video, with their ETDs, which must be rendered as streams. These present

challenges regarding quality of service if played back in real time, or alternative storage problems

if downloaded and then played back from a local system. On the one hand, using standards like

MPEG will make it easier to prolong the useful life of multimedia-rich ETDs, but on the other

hand the representations that allow streaming of audio and video tend to be proprietary. This

suggests that students probably should store both types of representation. The other class of

streams related to NDLTD is that of network protocols. Those involve transmissions of serialized

streams over the network. Efforts on federated search, harvesting and hybrid services, using a

number of protocols, like Dienst, Z39.50, the Harvest system, and the Open Archives Metadata

Harvesting Protocol have been developed in the context of NDLTD [46, 47, 45].

NDLTD Structures Structure plays many roles in NDLTD. A database management sys-

tem is at the heart of the software for submission and workflow management developed at

Virginia Tech. XML and SGML are ways to describe the structure of metadata, or of ETDs

themselves. While only a small number of submissions at Virginia Tech have used such markup

approaches, larger numbers are being collected in Germany. Structures in the form of semantic

networks are used inside MARIAN to represent ETD collections and metadata and are explored

in the provided services.

5.2.2 Open Archives Initiative

The Open Archives Initiative (OAI) [61, 26] is not a digital library by itself but a multi-

institutional project to address interoperability of archives and digital libraries by defining

simple protocols for the exchange of metadata. The current OAI technical infrastructure is

defined by the Open Archives Metadata Harvesting Protocol, which defines mechanisms for

archives to expose and export their metadata. In the following, this technical infrastructure is

analyzed from the 5S point of view.

Open Archives Societies The main societies for which the OAI is designed are elec-

tronic, namely active agents called harvesters and repositories, which interact through the Open

Archives Metadata Harvesting Protocol. The other two kinds of societies emphasized by the

initiative are the so-called data providers and service providers. The former may be the manager
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of an e-print archive, acting on behalf of the authors submitting documents to the archive. The

latter is a third party, creating end-user services based on data harvested from archives. At last,

we have those communities constituted by the final users of the services and those involved with

administrative aspects of repositories/archives.

Open Archives Streams The main streams associated to the OAI are dynamic and include

communications between harvester agents and the repository server. Those communications are

organized as requests from the agent to the server, which occur through specific verbs (see Open

Archives Scenarios) embedded in HTTP requests, and responses that are textual metadata,

which must be encoded and serialized in XML streams. The Open Archives Initiative so far

has not considered multimedia streams, except when they are encoded in XML as part of the

metadata.

Open Archives Structures Major structures of OAI are involved with records, sets, and

metadata formats. OAI records can be considered containers [60], which encapsulate several

kinds of descriptive metadata. Thus, OAI records obey a structure organized into:

• Header, which corresponds to information that is common to all records and includes a

unique identifier and a datestamp – the date of creation, deletion, or latest date of modifi-

cation of an item, the effect of which is a change in the metadata of a record disseminated

from that item.

• A single manifestation of the metadata from an item. The OAI protocol supports multiple

manifestations (structures) of metadata for any single item. At a minimum, repositories

must be able to return records with metadata expressed in the Dublin Core format, without

any qualification. Optionally, a repository also may be capable of disseminating other

formats of metadata.

• About, an optional container to hold data about the metadata record itself, as opposed to

the digital object associated with the metadata. Typically, this container is used to hold

rights information regarding the metadata record, terms and conditions for usage, etc.

Sets are optional hierarchical structures for grouping items in a repository for the purpose of

selective harvesting of records. Memberships of records in sets are not mandatory, but sets can

share common records.
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Registries, with data about various OAI-compliant repositories, also are provided. This allows

users or harvesters or service providers to find suitable collections.

Open Archives Scenarios Regarding OAI repositories and the harvesting protocol, there

is a fixed set of scenarios, namely those involved with requests and responses in the proto-

col conversations between harvesters and OAI archives. In a 5S analysis, we can associate

each pair request-response with a different scenario, involving an interaction between har-

vester/repository. Thus, in the OAI Harvesting protocol there are scenarios for retrieving the

identifiers of records in the repository restricted to specific Sets (ListIdentifiers verb); to retrieve

a particular record given an identifier and metadata format (GetRecord verb); to retrieve infor-

mation about the repository, including administrative information (Identify verb); and to list all

supported metadata formats, records and sets in the repository (respectively, ListMetadataFor-

mats, ListRecords, and ListSets verbs)

Another extremely important set of services, which is not part of the OAI technical specifications

itself, but is essential to its functionality, is provided by a mediation middleware. This

layer, which is placed between the repository and the OAI protocol itself, provides vertical

communications, conversions, and translations from the OAI verbs and metadata organization to

specific internal queries and operations on the underlying data representations of the repository.

For example, if the repository is built upon a relational database, the mediation middleware is

responsible for translating OAI requests to corresponding SQL queries.

Open Archives Spaces The OAI framework is naturally distributed along the physical

space. Service providers can build indexing spaces on the top of metadata spaces, a kind

of document space, and make use of vector or probabilistic spaces for building services like

searching and filtering.

5.3 Declarative Generation of DLs

As a third application of the 5S framework, we have designed 5SL, a domain specific declara-

tive language with a formal semantics for conceptual modeling of digital libraries. The formal

semantics is understood in terms of a translation of language constructs into the 5S-formalized

theory. Its formal basis provides an unambiguous and precise DL specification tool, which can

facilitate prototyping, allow proofs of assertions and aids validation of implementations.
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The structural organization and the semantics of 5SL constructs mimic directly the formalisms.

Table 1 shows the basic XML syntax of the language while Table 2 details a portion of the DTD

for the <structures> section.

<?xml version=‘‘1.0">

<!DOCTYPE 5SL PUBLIC>

<5SL xmlns=’http://www.dlib.vt.edu/5SL/5SL.xsd’>

<streams> ... </streams>

<structures> ... </structures>

<spaces> ... </spaces>

<services> ... </services>

<societies> ... </societies>

</5SL>

Table 1: 5SL basic XML syntax

<!ELEMENT structures (document, metadata,

classification?,relationship_groups?)>

<!ELEMENT metadata (descriptive,administrative?)>

<!ELEMENT classification(subject_headings?,classification_scheme?,taxonomy?>

<!ELEMENT relationship_group (thesaurus?,ontology?)>

Table 2: Portion of the DTD for the <structures> section

To improve acceptability and interoperability, 5SL tries to make an extensible use of existing

standard specification sublanguages for representing DL concepts, when it turns out to be possi-

ble. That possibility is defined by the ability to formally map those standards and sublanguages

to 5S formal specifications. Moreover, the need for the integration of multiple languages is a

key aspect of the domain-specific language approach [5]. A domain typically consists of multiple

subdomains, each of which may require its own particular language. This is particularly true for

digital libraries but the aggregative nature of 5S matches this requirement pretty well. There-

fore, we are using XML as a basic syntax, MIME types to encode streams, XML Schema [125]

and RDF Schema [90] for describing respectively structural and descriptive metadata, RuleML

[12] for representing ECA events in scenarios, and MathML [115] for spaces. The mapping of

these sublanguages to our formal definitions is direct.
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The general process of automatic creation of DLs and a particular application is shown in Figure

6. Initially a DL designer is responsible for formalizing a conceptual description of the library

using the language concepts. This phase is normally preceded by a 5S analysis of the DL.

Declarative specifications in 5SL are then fed into a DL generator, to produce tailored DLs,

suitable for specific platforms and requirements. These are built upon a collection of stock parts

and configurable components that provide the infrastructure for the new DL. This infrastructure

includes the classes of objects and relationships that make up the DL, and processing tools

to create the actual library collection from raw documents, as well as services for searching,

browsing, and collection maintenance.

Digital Library
Generator

PARSERS:
DOM, SAX

MARIAN Parsers
& Analyzers

MARIAN
Hierarchy of
Classes

XML
DTD 5SL:

Structures:
XML Schema
(documents) +
RDF Schema
(metadata)
Scenarios
Typing +
Frameworks +
Code generator +
Plugins +
Classifiers

XML
Validator +
Loader

MARIAN Tailored
Classes for DL

MARIAN

XML
Documents

DL Designer

Indexing information
for valid documents

Component
Pool

Figure 6: DL Generation process with 5S

We already have used 5SL for building XML-based digital libraries with IR-based services [48].

In one of those applications, a 5SL description for a NDLTD node was formulated according to

the analysis performed in section 5.2.1. A specific DL generator targeted to the MARIAN digital

library system also was developed. MARIAN is a multi-user information system developed at
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Virginia Tech over the last decade, building upon our work in the 1980s with SMART [95] and

CODER [31]. It is designed to support large numbers of simultaneous sessions of the sort com-

monly encountered in (digital) library environments: short sequences of often unrelated queries

punctuated by browsing and examination of documents. MARIAN is built around a semantic

network model improved with a hierarchy of classes, and a weighting schema, through which any

collection of nodes or links in a network can be weighted to represent how well they suit some

description or fulfill some role. The MARIAN DL generator is able to read 5SL specifications

and generates two kinds of output: 1) a logical schema for the DL application, which in MAR-

IAN corresponds to a set of Java classes that represent digital objects, their component parts,

their metadata, and linking information for both structuring and indexing information and 2)

an automatically generated Validator/Loader module responsible for checking incoming XML

documents against specifications, extracting structuring and indexing information from valid

documents, and invoking the corresponding classes methods in MARIAN that will materialize

the structures and indexes defined in the 5SL schemata.

6 Conclusions

Motivated by the challenge of Licklider [68] to develop a theory for digital libraries, we have

developed 5S. We show that formal definitions allow the 5S framework to be fully described and

make it possible to clearly and formally define a minimal digital library. Using that framework

we demonstrate its utility: to discuss the terminology found in the digital library literature, to

describe a representative digital library and the Open Archives Initiative, and to construct 5SL

– a declarative specification language from which digital libraries can be generated.

Future work with 5S framework will proceed in several directions. We will use our framework

to help guide further development of the OAI and the NDLTD, as well as other digital library

applications such as NSDL [127]. We will extend 5SL to be more complete, and to enable

generation of personalized digital libraries in connection with PIPE [88, 48]. Further, we will

encourage and assist others to adopt and adapt 5S and 5SL.

Finally, we plan to continue our work on the theory of digital libraries. We intend to use 5S

to help with formal analysis of interoperability issues in digital libraries. The formal definitions

given here can be used to prove helpful lemmas and theorems, and to guide future work in the

field.
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