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Abstract

3D die stacking is an exciting new technology that in-
creases transistor density by vertically integrating two or
more die with a dense, high-speed interface. The result of
3D die stacking is a significant reduction of interconnect
both within a die and across dies in a system. For instance,
blocks within a microprocessor can be placed vertically on
multiple die to reduce block to block wire distance, latency,
and power. Disparate Si technologies can also be combined
in a 3D die stack, such as DRAM stacked on a CPU, result-
ing in lower power higher BW and lower latency interfaces,
without concern for technology integration into a single
process flow. 3D has the potential to change processor de-
sign constraints by providing substantial power and perfor-
mance benefits. Despite the promising advantages of 3D,
there is significant concern for thermal impact. In this re-
search, we study the performance advantages and thermal
challenges of two forms of die stacking: Stacking a large
DRAM or SRAM cache on a microprocessor and dividing a
traditional microarchitecture between two die in a stack.

Results: It is shown that a 32MB 3D stacked DRAM
cache can reduce the cycles per memory access of a two-
threaded RMS benchmark on average by 13% and as much
as 55% while increasing the peak temperature by a negligi-
ble 0.08ºC. Off-die BW and power are also reduced by 66%
on average. It is also shown that a 3D floorplan of a high
performance microprocessor can simultaneously reduce
power 15% and increase performance 15% with a small
14ºC increase in peak temperature. Voltage scaling can
reach neutral thermals with a simultaneous 34% power re-
duction and 8% performance improvement.

1.   Introduction to 3D

3D die stacking is an emerging technology that elimi-
nates wire both within a microprocessor die and between

disparate die. Wire is a primary latency, area and power
overhead in computing systems. Wire can consume more
than 30% of the power within a microprocessor. With 3D
die stacking, dies of different types can be stacked with a
high bandwidth, low latency, and low power interface. Ad-
ditionally, wire elimination using 3D provides new mi-
croarchitecture opportunities to trade off performance,
power, and area.

A basic 3D structure is illustrated in Figure 1. Without
any loss of generality, this work assumes a face-to-face
bonding because it provides a very dense interface between
adjacent die, enabling many options for 3D processor orga-
nizations. There are several other methods for die stacking
and alignment including wafer-to-wafer bonding [11][15],
die-to-die bonding, die-to-wafer bonding, die-partial wafer
bonding, partial wafer-partial wafer bonding, and others.
There are also many bonding technologies dependent on the
bonding materials. It is also possible to stack many die;
however, this work limits the discussion to two die stacks.
In Figure 1 two die are joined face-to-face with a dense die-
to-die via interconnect. The die-to-die (d2d) vias are placed
on the top of the metal stack of each die and are bonded after
alignment. It is important to note that the d2d vias are not

1 Gabriel Loh contributed to this work while working at Intel® Corporation prior to becoming faculty at the Georgia Institute of Technology.

Figure 1. A 3D structure
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like traditional I/O pads; the d2d vias have size and electri-
cal characteristics similar to conventional vias that connect
on die metal routing layers. In face-to-face bonding,
through-silicon-vias (TSVs) are required to connect the C4
I/O to the active regions of the two die. Power is also deliv-
ered through these backside vias. Die #2 is thinned for im-
proved electrical characteristics and physical construction
of the TSVs for power delivery and I/O. Good discussions
of these processing details can be found in
[8][11][14][15][26][27].

Recently 3D die stacking is drawing a great deal of at-
tention, primarily in embedded processor systems. Prior
work examines system-on-chip opportunities [4][5][10]
[16][18][24], explores cache implementations [15][28]
[30], designs 3D adder circuits [14][21], and projects wire
benefits in full microprocessors [1][4][5][17][29]. In order
to transform 3D design research ideas into products Tech-
nology Venture sponsors a dedicated forum for "3D Archi-
tectures for Semiconductor Integration and Packaging." At
this forum [33] it is clear that the embedded industry con-
siders emerging 3D technology a very attractive method for
integrating small systems. Furthermore, existing 3D prod-
ucts from Samsung [32] and Tezzaron [34] corporations
demonstrate that the silicon processing and assembly of
structures similar to Figure 1 are feasible in large scale in-
dustrial productions. This work hence, focuses on power,
performance and thermal issues of 3D stacking without
delving into the feasibility details.

This paper explores the performance advantages of
eliminating wire using 3D on two fronts: 

(1) Shorten wires dedicated to off die interfaces con-
necting disparate die, such as off die wires connecting CPU
and memory. Section 3 evaluates the performance potential
of stacking memory on logic (Memory+Logic) [5][7]
[12][13]. We quantify the performance and power benefits
of stacking a large SRAM or DRAM caches on a micropro-
cessor. Our results show that dramatically increasing on die
storage increases performance and reduces required off die
bandwidth while simultaneously reducing power. A key
difference between our work and previous studies is that
the prior work assumes that all of main memory can be in-
tegrated into the 3D stack. We consider RMS applications
that target systems with main memory requirements that
cannot be incorporated in a two-die stack, and instead we
use the 3D-integrated DRAM as additional high-density
cache.

(2) The second approach is to shorten wires connecting
blocks within a traditional planar microprocessor. In this
approach it is possible to implement a traditional microar-
chitecture across two or more die to construct a 3D floor-
plan. Such a Logic+Logic stacking, takes advantage of
increased transistor density to eliminate wire between
blocks of the microarchitecture [1][17][25]. The result is

shorter latencies between blocks yielding higher perfor-
mance and lower power. Section 4 takes a microprocessor
from the Intel® Pentium® 4 family and converts it to a
Logic+Logic 3D stacking to quantify the performance and
power benefits of reduced wire delays in 3D.

While 3D provides power and performance advantages
in both the above approaches, the most significant concern
to 3D design is that 3D designs may increase the thermal
hotspots. We evaluate the thermal impact of 3D design in
these two scenarios and show that while 3D design does in-
crease the temperature, the growth in temperature is negli-
gible or can be overcome by an overall reduction in power
consumption. Our results demonstrate that thermals are not
an inexorable barrier to 3D design as generally believed.

2.   Modeling Environment

This section describes our 3D performance and thermal
evaluation infrastructure. The Memory+Logic stacking
evaluation presented in Section 3 requires us to evaluate the
performance of adding large caches to a microprocessor. In
order to evaluate large cache benefits it is necessary to have
long running benchmarks that have large data footprints to
exercise the cache structures. On the other hand evaluating
Logic+Logic stacking of a microprocessor requires a de-
tailed microarchitecture simulator that can model the inter-
connection delays of logic blocks accurately. Hence, the
goals of the two infrastructures are conflicting forcing us to
use two different simulators which are described in Section
2.1 and Section 2.2, respectively. For both sceneries we use
a general thermal simulation infrastructure, which is de-
scribed in Section 2.3.

2.1.    Modeling Memory+Logic Performance

For evaluating Memory+Logic stacking we use a trace
driven multi-processor memory hierarchy simulator that
can run billions of memory references to exercise large
caches. This internally developed research tool is designed
to model all aspects of the memory hierarchy including
DRAM caches with banks, RAS, CAS, page sizes, etc. The
input to this simulator is a novel memory address trace gen-
erated from a multi-threaded application running on a full
system multi-processor simulator. The trace generator
module runs alongside the full system simulator and keeps
track of dependencies between instructions. The trace gen-
erator outputs one trace record for each memory instruction
executed by the full system simulator. In addition to the
usual trace fields such as cpu id, memory access address,
and instruction pointer address, every trace record contains
the unique identification number of an earlier trace record
this record is dependent upon. The memory hierarchy sim-
ulator in turn honors all the dependencies specified in the
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trace and issues memory accesses accordingly. For in-
stance, if a load address Ld2 is dependent on an earlier load
Ld1, then Ld1 is first issued to the memory hierarchy to ob-
tain the memory access completion time of Ld1. Then Ld2
is issued to the memory hierarchy only after Ld1 is com-
pleted.

To demonstrate highly parallel and memory intensive
activity, we selected the RMS (Recognition, Mining, and
Synthesis) benchmarks [31], shown in Table 1. The RMS
workloads can be roughly characterized into two groups:
applications, and kernels. Application benchmarks repre-
sent a complete solution to performing some task, while the
kernels attempt to represent important iterative mathemat-
ical algorithms that are becoming more common in emerg-
ing applications. Application benchmarks include complex
financial models, data mining, physics models, ray tracing
for graphics rendering and production, and security fo-
cused image recognition algorithms. The math kernels at-
tempt to focus on the basic building blocks of matrix
oriented data manipulation and calculations that are being
increasingly utilized to model and process complex sys-
tems.

For the results presented in this paper we ran two thread-
ed RMS benchmarks on a full system simulator that simu-
lates a two processor SMP system. We marked each
benchmark to skip the data initialization phase and start
collecting address traces during the computation phase. We
ran each benchmark and collected 1 billion total memory

references in a trace file, which correspond to roughly 2.5
billion executed instructions. These traces are then fed to
the memory hierarchy simulator to obtain the cycles per
memory access (CPMA). CPMA metric measures the total
cycles spent from when a memory reference starts L1D ac-
cess to the time when the request is satisfied by the memory
hierarchy.

2.2.    Modeling Logic+Logic Performance

For evaluating the Logic+Logic stacking, we used a tra-
ditional single threaded microarchitecture performance
simulator. This performance simulator was developed by
the Pentium® 4 design team and was used by the team dur-
ing the pathfinding and design of the baseline microproces-
sor used in our study. Apart from modeling all traditional
microarchitecture logic blocks, this simulator also accu-
rately models the wire delays due to block interconnec-
tions. Due to the fact that this simulator was used by the
product design team, we had the ability to run a much
broader range of single-threaded applications that are also
used in product design evaluations. In all we ran over 650
single thread benchmark traces including SPECINT,
SPECFP, hand written kernels, multimedia, internet, pro-
ductivity, server, and workstation applications.

2.3.    Thermals

Thermals are an important part of any 3D microarchi-
tecture because die stacking can dramatically increase
power density if two highly active regions are stacked on
top of each other. Heat dissipation is also challenged by the
fact that each additional die is stacked farther and farther
from the interface to the heat sink. This physical distance
results in higher thermal resistances and potentially creates
thermal isolation leading to self-heating of additional die.

A complete 3D die stacking thermal modeling tool de-
rived from silicon-validated production thermal tools was
developed internally. A detailed thermal analysis of
stacked die architectures requires the implementation of
3D models in order to account for the interactions of mul-

Name Description

Conj Solids Conjugate Gradient Solver

dSYM Dense Matrix Multiplication

gauss Linear Equation Solver using Gauss-Jordan 
Elimination

pcg Preconditioned Conjugate Gradient Solver 
using Cholesky Preconditioner, Red-Black 
Reordering

sMvm Sparse Matrix Multiplication

sSym Symmetrical Sparse Matrix Multiplication

sTrans Transposed Sparse Matrix Multiplication

sAVDF Structural Rigidity Computation with AVDF 
Kernel

sAVIF Structural Rigidity Computation with AVIF 
Kernel

sUS Structural Rigidity Computation with US Ker-
nel

Svd Singular Value Decomposition with Jacobi 
Method

Svm Pattern Recognition Algorithm for Face Recog-
nition in Images

Table 1. The RMS workloads used for analysis in 
Section 3

Figure 2. Cross section of system components 
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tiple components in the stacked-die/package/mother-board
system and non-symmetric nature of the resulting temper-
ature distribution due to non-uniform die power dissipation
and thermal gradients in other directions besides the stack-
ing direction.

The model consists of the heat sink, integrated heat
spreader (IHS), die, package, socket, and motherboard with
boundary conditions for airflow on both sides as illustrated
in Figure 2. The analysis of this heat conduction problem is
based on the solution of the conservation of energy equa-
tion.

(1)

In Equation (1), ρ, c, and K denote the density, heat ca-
pacity and thermal conductivity respectively, whereas the
sub-index i indicates different materials. The capital letter
T is the temperature and t denotes time. The symbols  and

 represent partial differentiation with respect to time and
the Laplacian operator.  is the power dissipated during
operation which is represented by power maps at the die
and package levels in our analysis. In our numerical imple-
mentation, Equation (1) is solved using 3D finite element
method (FEM). Equation (1) has to be supplemented with
appropriate boundary and initial conditions at the heat sink
and motherboard as shown in Equation (2).

(2)

 denotes the ambient temperature and h is a heat
transfer coefficient. The symbols  denotes differentia-
tion with respect to the normal to the interface. The power
generation is defined through die and substrate package
power maps.

Table 2 enumerates some of the thermal constants for
the structure illustrated in Figure 1. It is obvious from these
constants that heat dissipation is most sensitive to the metal
layers and the bonding layer. Figure 3 illustrates the sensi-
tivity to these constants for a stacked microprocessor. The
two lines are the peak temperature on the die as the "Cu
metal layer" and "Bonding layer" thermal conductivity
vary from 60W/mK to 3W/mK. The "Cu metal layer" is the
traditional metal stack on the two die. The "Bonding layer"
is the new via interface between the two die. The 3D struc-
ture is sensitive to both layers, however the metal layer has
a more significant temperature impact and unfortunately
has the lower thermal conductivity of 12W/mK. These re-
sults demonstrate that the additional 3D process features
are not the fundamental thermal limitation and in fact the
existing metal layers present the most serious problem for
the given system.

ρici∂tT Ki∇
2
T QD+=

∂t
∇

2

QD

∂nT h T Tamb–( )=

Tamb
∂n

Name Function Value

Si #1 thickness The thickness of the bulk Si of the die next to the heat sink 750 um

Si #2 thickness The thickness of the bulk Si of the die next to the bumps 20 um

Si ther cond The conductivity of bulk Si 120 W/mK

Cu metal thickness The thickness of the Logic metal layers 12 um

Cu metal ther cond The thermal conductivity of the Cu metal layers; This value accounts for the low-k insulat-
ing layers and via occupancy

12 W/mK

Al metal thickness The thickness of the DRAM metal layers 2 um

Al metal ther cond The thermal conductivity of the Al metal layers; This value accounts for the low-k insulating 
layers and via occupancy

9 W/mK

Bond thickness The thickness of the bonding layer between the two die in the stack 15 um

Bond ther cond The thermal conductivity of the bonding layer between the two die in the stack; This value 
accounts for air cavities and die to die interconnect density

60 W/mK

Heat sink ther cond The thermal conductivity of the heat sink 400 W/mK

Ambient temperature 40 C

Table 2. Thermal constants and definitions for the 3D structure in Figure 1

Figure 3.  Heat dissipation sensitivity to the Cu 
metal layers and the bonding layer
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3.   Memory+Logic Stacking 

Stacking cache memory on a microprocessor is one way
to exploit 3D die stacking. Increased on die cache capacity
improves performance by capturing larger working sets, re-
duces off die bandwidth requirements because more in-
structions and data are found on die, and reduces system
power by reducing main memory accesses and bus activity.
Figure 4 is a high level diagram of the baseline Intel®
Core™ 2 Duo microprocessor used in this study. The mi-
croarchitecture configuration parameters of interest are
shown in Table 3. The cores have private first level instruc-
tion and data caches of 32KB and share a 4MB second level
cache. The L2 is connected to main memory through an off
die bus interface. Both the banked main memory and
stacked DRAM caches are modeled as 16 banked DDR3.
Main memory has 4KB pages and the stacked DRAM has
512B pages with 64 byte sectors. Note that the 4MB L2

cache in the baseline occupies approximately 50% of the
total die size of the baseline processor.

We explore three options for 3D stacking memory on
this baseline processor die (also illustrated in Figure 7.).
The first option is to increase the L2 size to 12MB SRAM
and place the additional 8MB L2 cache on top of the base-
line processor die. Since 4MB L2 is 50% of the total die ar-
ea, 8MB stacked L2 is roughly the same size as the baseline
die. The second option is to replace the SRAM L2 with a
denser DRAM L2. Typically well designed DRAM is
about 8X denser than an SRAM. Hence, we replace the
4MB L2 with a 32MB stacked DRAM L2. The tags for the
stacked DRAM are placed on the processor die and the tag
size increases the size of the baseline die by about 2MB de-
pending on the implementation, resulting in a maximum
25% area overhead. Note, however, that in this option we
have removed the 4MB L2 cache on the baseline processor
die reducing the planar die dimensions by 50%. Hence
even after accounting for the growth in the die area due to
DRAM tags, the total CPU die dimensions are reduced. Fi-
nally, we explore the third option of stacking a 64MB
DRAM on top of the baseline processor. This option allows
us to stack DRAM without changing the baseline die di-
mensions. For the third option of stacking 64MB DRAM
the tag size is about 4MB, and the existing 4MB cache on
the baseline die is used to store the tags. In all these simu-
lations the cache access latencies increase with cache size.

Figure 5 shows results from the three options of stacking
memory on logic. The first bar in each group shows the
baseline CPMA. The remaining bars show the CPMA with

Figure 4. Intel® Core™ 2 Duo (Baseline)
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Figure 5. Performance results for 2 threaded RMS benchmarks as cache 
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the three stacking options described above. The bars in Fig-
ure 5 show that for several of the RMS benchmarks (gauss,
pcg, sMVM, sTrans, sUS, and svm) CPMA decrease dra-
matically as the last level cache increases from 4 to 64MB.
The benchmarks that do not see improvement fit in the
4MB baseline and do not require more capacity. The sec-
ondary Y-axis plots the off die bandwidth for all four con-
figurations. The bandwidth lines in Figure 5 show
significant reduction in off die bandwidth as the cache ca-
pacity increases. The larger caches are effective at convert-
ing off-die bus accesses to on-die cache hits. Increasing the
last level cache capacity from 4MB to 32MB, on average,
reduces bus bandwidth requirements by 3x and CMPA by
13% with peak CMPA reduction of 50%. There is also a
66% average power reduction in average bus power, due to

reduced bus activity. Assuming a bus power consumption
rate of 20mW/Gb/s, 3D stacking of DRAM reduces bus
power by 0.5W.

The performance improvements and bandwidth reduc-
tions in Figure 5 are very good; however in a 3D die stack
the resulting thermals may not be acceptable. Figure 6(a) il-
lustrates the power density map and Figure 6(b) illustrates
the thermal map of the baseline microprocessor with 4MB
of shared L2 cache which occupies approximately 50% of
the chip area. The power map clearly illustrates the differ-
ence in the heat generated within the cores relative to the
cache. The total power corresponding to these power maps
are from a 92W skew of the baseline processor. The great-
est concentration of power is in the FP units, reservation
stations, and the load/store unit, pointed to in Figure 6(b).
Using our 3D thermal modeling tool assuming standard
desktop package cooling and an ambient temperature of
40ºC, the two hottest spots are at 88.4ºC and the coldest
spot is 59ºC for the reference planar design.

Figure 7 shows the block diagrams including power
consumption of (a) the baseline 4MB processor; (b) an ad-
ditional 8MB of stacked SRAM with a total of 12MB of
L2; (c) 32MB of stacked DRAM with the 4MB SRAM re-
moved; and (d) 64MB of stacked DRAM. In our design
4MB of SRAM consume 7W, 32MB of DRAM consume
3.1W, and 64MB of DRAM consume 6.2W. This 3D
DRAM is low power compared to DDR3 because the 3D
die to die interconnect is much lower power than traditional
off-die I/O. The RC of the all copper die to die interconnect
used to interface the DRAM to the processor is comparable
to 1/3 the RC of a typical via stack from first metal to last
metal. The power of each configuration in Figure 7 is a lit-
tle different making thermal comparisons challenging. The

Parameter Value

Core Parameters Same as Intel® Core™ 2 Duo
L1D Cache 32KB, 64B line, 8-way, 4 cyc
Shared L2 4 MB, 64B line, 16-way, 16 cyc
Stacked L2 SRAM: 12 MB, 24 cyc

DRAM: 4-64MB, 512B page, 
16 address interleaved banks, 
64B sectors

DDR Main Memory 16 banks, 4KB page, 192 cyc
Bank delays 
(stacked L2 & DDR 
memory)

Page open 50 cyc
Precharge 54 cyc
Read 50 cyc

Off die Bus BW 16 GB/s

Table 3. Microarchitecture parameters

Figure 6. Intel® Core™ 2 Duo planar floorplan: (a) power map; (b) thermal map
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12MB case adds 200% more SRAM cache and increases
the total power by 14W to 106W. The 32MB case is slight-
ly lower power because the DRAM is lower power than the
SRAM however the power density is increased due to the
stacking. In all cases the highest power die is placed closest
to the heat sink.

Figure 8(a) shows the peak temperature for all 3 stack-
ing configurations compared to the baseline. Stacking
SRAM results in the greatest thermal increase because of
the higher power density of SRAM compared to DRAM.
None of the stacking options significantly impact the ther-
mals. In order to contrast to the 2D reference thermals, Fig-
ure 8(b) shows the 3D 12MB thermal map. The shape of
the thermal behavior is the same between the reference ma-
chine and this 3D example because the cache-only die in
the stack has uniform power. Notice there is a slight in-
crease in heat density across the die in the 3D case. The re-

sults in this section show that the thermal impact of
stacking memory is not significant, while there are signifi-
cant performance and power advantages that can be ex-
ploited by stacking memory.

4.   Logic+Logic Stacking 

This section exploits the transistor density benefits of
3D die stacking by dividing a traditional microprocessor
design between two die, called Logic+Logic stacking. The
demonstration vehicle is borrowed from the our previous
work [1]. This work presents a more complete analysis of
the thermal consequences of Logic+Logic stacking. Figure
9 illustrates the planar floorplan of a microprocessor from
the family of Intel® Pentium® 4 microprocessors. This is
a deeply pipelined microarchitecture with a branch miss-
prediction penalty of more than 30 clock cycles.

Figure 7. Memory stacked options: (a) 4MB baseline; (b) 8MB stacked for a total of 12MB; 
(c) 32MB of stacked DRAM with no SRAM; (d) 64MB of stacked DRAM

Figure 8. (a) Temperature results for the stacked 12MB, 32MB, and 64MB compared to the baseline 
4MB; (b) Thermal map of the 3D stacked 32MBs. (Note: Same temperature scale as Figure 6)
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Since this microarchitecture has 100s of thousands of
nets that would all require optimization to demonstrate a
frequency improvement, this work assumes a constant fre-
quency and focuses on eliminating pipe stages in the mi-
croarchitecture. Note that the term pipe stage is used to
refer to all pipe stages in the microarchitecture including
the cache hierarchy, store retirement, post completion re-
source recovery, etc. The number of pipe stages in this mi-
croarchitecture is much greater than the miss-prediction
clocks. Power is improved by reducing total metal capaci-
tance, driver strengths, number of pipe stage latches, re-
peating latches, and repeaters

Using Logic+Logic stacking, a new 3D floorplan can be
developed that requires only 50% of the original footprint.
The goal is to reduce inter-block interconnect by stacking
and reducing intra-block, or within block interconnect
through block splitting. The new 3D floorplan is in Figure
10.

Logic+Logic stacking simply moves blocks closer to-
gether reducing inter-block latency and power. Much of
this effort concentrates on known performance sensitive
pipelines. For example load-to-use delay is critical to the
overall performance of most benchmarks. The path be-
tween the first level data cache (D$) and the data input to
the functional units (F) is drawn illustratively in Figure 9.
The worst case path occurs when load data must travel
from the far edge of the data cache, across the data cache to
the farthest functional unit yielding at least one clock cycle
of wire delay entirely due to planar floorplan limitations.
Figure 10 shows that a 3D floorplan can overlap the D$ and
functional units. In the 3D floorplan, the load data only
travels to the center of the D$, at which point it is routed to
the other die to the center of the functional units. As a result
of stacking that same worst case path contains half as much
routing distance, since the data is only traversing half of the
data cache and half of the functional units, thus eliminating
the one clock cycle of delay in the load-to-use delay. This

stacking is also favorable for thermals because the D$ is
relatively low power and the 3D power density of the D$
on top of the functional units is lower than the planar floor-
plan's hottest area over the instruction scheduler. 

Another example illustrated in Figure 9 is the floating
point register file (RF) data out to the floating point (FP)
unit input. The single instruction multiple data (SIMD) unit
is intentionally between the FP and RF because the planar
floorplan is optimized for the more critical SIMD applica-
tions. This placement adds two cycles to the latency of all
FP instructions. In the 3D floorplan of Figure 10, it is pos-
sible to optimize for both FP and SIMD eliminating the two
cycles previously allocated for wire delay, thus improving
the performance of all FP applications, while not hurting
SIMD applications.

Using Logic+Logic stacking, 25% of all pipe stages in
the microarchitecture are eliminated with the new 3D floor-
plan simply by reducing metal runs, resulting in a 15% per-
formance improvement. Table 4 enumerates the macro
functional parts of the machine, the percent of the planar
pipe stages eliminated with the new 3D floorplan, and the
performance improvement of each modification. Only full

D$ F

RFSIMDFP

Figure 9. Planar floorplan of a deeply pipelined 
microprocessor with the load to use and 

floating point register read to execute paths 

FP

D$

F

SIMDRF

Figure 10. 3D floorplan of the planar 
microprocessor in Figure 9; The wire delay and 
resulting latencies within the load to use and FP 

register read to FP execute are reduced 
significantly.

Top Die

Bottom
Die
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pipe stages are eliminated in this study, partial pipe stage
improvements will affect frequency but are not reflected
here. A notable improvement is a 30% reduction in the life-
time of store instructions after retirement. This greatly re-
duces the energy per store instruction and improves
performance significantly by more efficiently utilizing the
limited capacity of the store queues.

Normally an IPC increase causes more activity which
increases total power. However, the IPC improvements
measured in Table 4 are due to latency reductions from the
elimination of wire delay and the subsequent pipestages.
Therefore energy per instruction is reduced by removing
power consuming metal and latches.

Baseline power data for the planar design is gathered us-
ing performance model activities and detailed circuit and
layout based power roll ups from each block in the physical
design. 3D power is estimated from the baseline by scaling
according to the proposed design modifications. The re-
moved pipestages are dominated by long global metal. As
a result, the number of repeaters and repeating latches in
the implementation is reduced by 50%. The two die in the
3D floorplan also share a common clock grid. The 3D clock
grid will have 50% less metal RC than the planar design be-
cause the 3D floorplan footprint is 50% smaller, yielding a
better skew, jitter, and lower power [1][5][7][11][17].
Clock grid details are considered beyond the scope of this
work, but the power advantages are relevant. Fewer repeat-
ers, a smaller clock grid, and significantly less global wire
yields a 15% power reduction overall. Typically a power
reduction results in a performance reduction, but in the 3D
design the energy consumed per instruction is reduced
without reducing performance therefore the new 3D floor-

plan has a 15% power reduction while simultaneously in-
creasing performance by 15%. Further power improvement
can be found by dividing blocks between die [1][7][25] but
that is beyond the scope of this work. It is important to note
that our power and thermal results are conservative because
our reported 15% power reduction does not account for
these additional means of reducing both total power and
power density.

A risk of 3D stacking is the accidental doubling of pow-
er density and the thermal consequences. In a complex in-
dustrial design such as the design used in this study there
are already a handful of peak hot areas and many very hot
areas. Hence, it is critical to not increase the peak power
density when stacking for 3D. This task is challenging but
not impossible. A simple iterative process of placing
blocks, observing the new power densities and repairing
outliers was used in this experiment. The result is a 1.3x
power density increase and 14ºC temperature increase as il-
lustrated by the second bar in Figure 11. The 3rd bar in Fig-
ure 11 labeled "3D Worstcase" shows a 26ºC increase if
there where no power savings from the 3D floorplan and
the stacking were to result in a 2x power density. This bar
shows the potential limitations of Logic+Logic stacking.

Since there is a performance gain of 15% along with the
15% power reduction, it is possible to voltage and frequen-
cy scale the final results to reach a neutral peak temperature
for the 3D floorplan. Table 5 enumerates several possible
ways to take advantage of the 3D stacking by scaling volt-
age and frequency. The scaling of performance as a func-
tion of frequency is measured by the performance model to
be a 0.82% performance improvement for each 1% in-
crease in frequency. Performance and frequency do not
scale 1:1 for many reasons of which main memory latency

Functionality
% of 

Stages 
Eliminated

Perf. Gain 
(%)

Front-end pipeline 12.5% ~0.2%
Trace cache read 20% ~0.33%

Rename allocation 25% ~0.66%
FP inst. latency Variable ~4.0%

Int register file read 25% ~0.5%
Data cache read 25% ~1.5%
Instruction loop 17% ~1.0%

Retire to de-allocation 20% ~1.0%
FP load latency 35% ~2.0%

Store lifetime 30% ~3.0%

Total ~25% ~15%

Table 4. Logic+Logic 3D stacking performance 
improvement and pipeline changes.

Figure 11. Temperature of the Logic+Logic 3D 
floorplan compared to the baseline and when 

there is no power reduction for a worst case 3D 
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is a significant factor. The frequency for this microproces-
sor varies 1% for each 1% change in Vcc. This 1:1 relation-
ship and subsequent linear behavior was measured for this
processor and is a sufficient approximation for the voltage
ranges in Table 5. The thermal results in Table 5 are simu-
lated using the tool described in Section 2.3.

Table 5 demonstrates the significance of a simultaneous
15% performance gain and 15% power reduction. The 3D
floorplan can attain neutral thermals by frequency and volt-
age scaling. The result is a 34% power reduction and 8%
performance improvement. Scaling to neutral performance
yields a 54% power reduction. From the results presented
in this section we demonstrate significant advantage for
Logic+Logic 3D stacking of a microprocessor using simple
layout modifications. We expect further improvements to
be possible by further design optimizations for 3D.

5.   Conclusions

This work explores the microarchitecture advantages
and challenges of 3D die stacking. Two specific stacking
examples are explored to demonstrate different methods of
using 3D stacking to reduce wire within a microprocessor
implementation and within a system. It is shown that a
32MB 3D stacked DRAM cache can reduce the cycles per
memory access of a two-threaded RMS benchmark on av-
erage by 13% and as much as 55% while increasing the
peak temperature by a negligible 0.08ºC. It is also shown
that a 3D floorplan of a high performance microprocessor
can simultaneously reduce power 15% and increase perfor-
mance 15% with a small 14ºC increase in peak tempera-
ture. Voltage scaling can reach neutral thermals with a
simultaneous 34% power reduction and 8% performance
improvement.
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