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Abstract. A Business Process Management System (BPMS) supports business 

processes and organizations depend on its availability. Web services have 

been pointed as a suitable technology for BPMSs. Thus, the inclusion of fault 

tolerance in the Web service architecture is essential for process continuity. 

The goal of this paper is to propose a fault tolerant Web service architecture 

to be used with BPMSs. The architecture provides service mediation and 

monitoring, and uses Web service standards. The main contribution of this 

paper is an architecture to support fault tolerance for business processes 

based on Web services. 

1. Introduction 

Typically, Business Process Management Systems (BPMSs) are used for critical 

activities by many organizations [van der Aalst et al. 2003]. Recently, Web services are 

becoming important components for business processes. Thus, the availability of a 

business process becomes dependent on the availability of the Web services used in the 

business process. 

 Fault tolerance is an important requirement for critical systems. However, 

currently there is not a standard for fault tolerance in Web services, such as in other 

technologies, for instance, CORBA (Common Object Request Broker Architecture) 

[Object Management Group 2004]. 

 Considering this deficiency, several proposals for fault tolerance in Web services 

are being developed. However, in the proposals, Web services are not considered as a 

BPMS technology. Moreover, they do not deal with important requirements, such as the 

use of mechanisms provided by Web service standards that support simplicity and 

interoperability. 

 This paper focuses on the area of fault tolerance for Web services. The main goal 

is to propose an architecture that offers business process continuity even in the presence 

of faults, by means of the high availability of Web service components. 

 The architecture extends the Web service architecture and includes two new 

components: broker and monitor. The broker component is responsible for interacting 

with Web service registries and managing replicas (Web services with similar 

functionality). The monitor component is responsible for monitoring services and 

detecting errors. Furthermore, the standard Web service registry is extended for 



  

including QoS information about Web services, in addition to functional information 

[Lee et al. 2005]. 

 The proposed architecture enables BPMSs to use Web services in business 

processes to support the cooperation among organizations. Moreover, it uses the basic 

Web service architecture to guarantee compatibility with Web service standards [Fan 

and Kambhampati 2005]. 

 Another important characteristic of the architecture is the fault tolerance. This 

characteristic is implemented by the inclusion of mediation and monitoring mechanisms 

to support the use of service replicas. 

 The rest of the paper is organized as follows. Section 2 describes basic concepts, 

including Business Process Management Systems, Web Services and Fault Tolerance. 

Section 3 discusses the proposed fault tolerant architecture for Web service-based 

BPMSs. Section 4 presents implementation aspects and a performance evaluation of the 

architecture. Section 5 discusses related work. Section 6 presents conclusions and future 

work. 

2. Basic Concepts 

This section presents some basic concepts for the better understanding of this paper. 

2.1. Business Process Management Systems 

Business Process Management Systems (BPMSs) support the control of business 

processes. A business process is a collection of activities. Activities are descriptions of 

work pieces that collectively realize a business goal, typically within the context of an 

organizational structure. Differently from traditional Workflow Management Systems 

(WfMSs), BPMSs focus on the management of dynamic interorganizational processes. 

These processes comprise activities that may be performed by different business 

partners [Hollingsworth 2004, Woodley and Gagnon 2005]. 

 BPMSs support Business Process Management (BPM). The life cycle of BPM 

(Figure 1) starts with process modeling (Design phase). The process is then registered 

with a BPMS, which can create process instances (Configuration phase). The BPMS 

coordinates instance execution and records information collected during execution 

(Enactment phase). The execution history is analyzed and used to improve process 

models (Diagnosis phase) [van der Aalst et al. 2003]. 

 

Figure 1. Business Process Management (BPM) life cycle 



  

2.2. Web Services 

A Web service-based BPMS supports the management of business processes that use 

Web services to achieve business goals [Leymann et al. 2002]. 

 The Web service technology is based on the Service Oriented Computing 

[Papazoglou and Georgakopoulos 2003]. A Web service is an electronic service 

identified by a URI (Uniform Resource Identifier). XML (eXtensible Markup Language) 

standards are used to specify service interfaces and to invoke services through the Web. 

Figure 2 shows the Web service architecture [Booth et al. 2004]. The Web service 

technology comprises three basic standards [Alonso et al. 2004]: 

• Web Services Description Language (WSDL): provides a model and a format for 

specifying the abstract functionality of a Web service as well as the concrete 

details of a service specification [Chinnici et al. 2005]; 

• Universal Description Discovery & Integration (UDDI): offers a Service 

Registry (Figure 2) that supports the publication and discovery of Service 

Providers, the Web services they make available and the technical interfaces that 

Service Consumers may use to bind and interact with the Web services [Clement 

et al. 2004]; 

• SOAP (formerly Simple Object Access Protocol): is a protocol intended for 

exchanging structured information in a decentralized, distributed environment, 

such as a Web service environment [Mitra 2003]. 

 

Figure 2. Basic Web service architecture 

2.3. Fault Tolerance 

System dependability is the ability of avoiding service failures that are more frequent 

and severe than the acceptable [Avizienis et al. 2004]. 

 System dependability depends on some QoS aspects provided by the system. 

Dependability includes the following attributes: availability, reliability, safety, integrity 

and maintainability. 

 Fault tolerance is a means to achieve dependability. It may be defined as the act 

of avoiding service failures in the presence of faults. Frequently, the redundancy 

mechanism is used for implementing fault tolerant techniques. A system is able to 

tolerate a fault if it employs a type of redundancy [Gartner 1999]. 

 Fault tolerant techniques may be classified according to the application phases: 

error detection, confinement, error recovery and fault treatment [Anderson and Lee 

1981].  



  

3. A BPMS Architecture 

In this section, the proposed BPMS architecture is presented. It focuses on the necessity 

of evolving BPMSs for the inclusion of functionalities for the appropriate management 

of dynamic interorganizational processes. The architecture is based on the Web service 

architecture. It supports fault tolerance. 

 The proposed architecture includes components that are responsible for replica 

management, error detection and confinement. In the fault tolerant architecture, multiple 

replicas for the same Web service may be developed for different computational 

platforms and executed in different locations. 

 In the architecture, the configuration phase includes the publication of Web 

services. Service providers use UDDI structures to register replicas. The UDDI API 

(Application Program Interface) is used to provide the necessary data for the registration 

of Web service replicas into UDDI registries. 

 At the execution phase, a broker is used to create replica groups. After the 

creation of the replica group, the broker selects the Web service to be used. At this 

phase, a monitor is responsible for detecting errors. It verifies the status of the service 

during its execution. If an error occurs, the monitor interacts with the broker for the 

selection of a service replica.  

 Next, the architecture components are described and the modifications included 

into the basic Web service architecture are discussed.  

3.1. Broker 

The broker component is responsible for managing replicas. It creates Web service 

replica groups using the UDDI tModel concept. Web services are aggregated by means 

of specification sharing. Replica groups are dynamically defined and reflect the typical 

dynamic Web service environment, in which new Web services are continually offered 

and service offers are discontinued.  

 The broker uses the extended UDDI registry, which includes QoS information. 

Thus, the QoS demands of service consumers may be considered during the discovery of 

the replicas that will form a group. 

 Some properties of replica management may be defined in the broker 

component. For instance, it is possible to define the number of service replicas that form 

a replica group, in terms of the number of services of different providers and the number 

of access points of a service. 

3.2. Monitor 

In the proposed architecture, the monitor component is responsible for error detection, 

notification and confinement.  

 It monitors the execution of Web services by means of message interception 

[Baresi et al. 2006]. Moreover, it performs tests and analyzes service responses to detect 

errors. 



  

 The monitor notifies the broker if a Web service presents an error during its 

invocation or execution, for instance, if the service rejects an invocation, does not 

complete the execution or finalizes with an exception. 

 In the case of service errors after service selection, the monitor can transfer 

invocations to replicas discovered by the broker, with the purpose of guarantying the 

continuity of the business process. 

 The monitor component is responsible for obtaining from the consumer the 

required Web service type, along with the operation to be executed and the parameters 

required for the execution of the service. This component invokes the broker to perform 

the mapping of the service type into an available Web service replica. 

 Furthermore, the monitor can update the UDDI registry with the QoS 

information obtained during service monitoring.  

3.3. UDDI Registry 

The current UDDI standard is not very mature [Du et al. 2006]. For instance, it still 

lacks facilities for QoS description. In the proposed architecture, UDDI is extended to 

include QoS information, which is used by the broker during service selection and 

updated by the monitor. This extension enhances search flexibility. Searches can be 

based on functional characteristics and refined with required QoS attributes.  

 The UDDI information model [Clement et al. 2004] is composed of data 

structure types expressed in XML. The extended UDDI information model (Figure 3) 

aggregates the qosPolicy structure and its relationships. The data structure types are 

described below: 

• businessEntity: top-level structure that contains descriptive information about a 

provider organization, such as contact and classification. Each businessEntity 

may provide various businessServices; 

• businessService: represents a logical Web service that may have multiple 

implementations. It includes descriptive information about a Web service, such 

as name and classification; 

• bindingTemplate: represents a service implementation and provides the 

information needed to bind with the service. Each bindingTemplate contains 

information such as access point and transport protocol; 

• tModel (Technical Model): represents unique concepts in UDDI, such as 

namespaces and category systems. Examples include tModels based on WSDL 

and other documents that specify service interfaces; 

• publisherAssertion: defines an association of businessEntities. It can be used by 

organizations to export their relationships, for instance subsidiary companies and 

industry consortia; 

• subscription: describes a request to keep track of activities in a UDDI registry 

according to preferences provided with the request. Subscribers can register 

themselves for receiving information about changes in any of the UDDI 

structures; 



  

• qosPolicy: represents a QoS policy for a Web service. The provided information 

describes attributes of a Web service represented by the bindingTemplate 

structure. References to tModels can be used to describe that a QoS policy 

conforms to particular specifications. 

 

Figure 3. Extended UDDI information model 

 UDDI defines APIs [Clement et al. 2004] that standardize communication within 

and between UDDI implementations. APIs are grouped into sets. The extended UDDI 

registry includes extensions to the UDDI Inquiry, Publication and Subscription API sets 

to manipulate QoS information. Moreover, it uses the UDDI Security API set during the 

execution of operations in other sets. 

 In order to describe a service compatible with a set of specifications, references 

to the tModels that represent the specifications are included into the bindingTemplate 

structure. The bindingTemplate structures that refer to the same set of tModels are of the 

same type. Thus, tModels may be used as a base for replica group creation. 

3.4. Component Interactions 

The steps for service discovery and execution are presented in Figure 4. Subsequently, 

the steps are described. 



  

 

Figure 4. Fault tolerant Web service architecture for use with BPMSs 

 There is one monitor for each process activity. The broker is a remote 

component and, as well as the UDDI registry, a number of brokers can be used and 

deployed in different locations, such as along with monitors, UDDI registries or 

independently. These characteristics ensure autonomy in terms of the ability of defining 

and executing processes and using brokers. 

 The architecture enables BPMSs to use Web services as business process 

activities. Thus, it is possible to include services provided by different organizations into 

the business process of an organization. 

 At process design time, activities represent Web services. They indicate service 

types by means of tModels. 

 At process enactment time, when an activity realized by a Web service is 

reached, the BPMS requests a service that is able to implement the activity (Steps 1 and 

2 in Figure 4). 

 A broker discovers Web services of the required service type and with the 

required QoS in the extended UDDI registry to create a replica group (Step 3). It 

performs availability tests for selecting the service to be used (Step 4). Subsequently, the 

broker returns the address of the selected service (Steps 5 and 6). Then, the BPMS may 

use the service through the returned access point. 

 At activity execution time, the monitor verifies the execution of the service (Step 

7). If errors occur, the monitor requests the use of a service replica (Step 8). When 

service execution is finished, results are reported back. 

4. Implementation and Evaluation 

This section presents implementation aspects of the proposed architecture and discusses 

performance evaluation. 

 The architecture was partially implemented using: Sun Java Development Kit 

Version 1.5; Apache Axis Version 1.3 (providing SOAP and WSDL support); Apache 



  

WS-Commons/Policy Version 0.9 (a WS-Policy implementation); and Apache Tomcat 

Version 4.1.24 (an application server). 

  The UDDI component was partially implemented using Apache jUDDI Version 

0.9rc4, which is an open-source UDDI implementation compliant with the Version 2.0 

specification that allows registries to be maintained for different purposes in different 

environments. 

 MySQL AB MySQL Version 5.0.16 was used to implement the UDDI database. 

The QOS_POLICY table stores Web service QoS attributes. This table refers to the 

BINDING_TEMPLATE table that stores Web service instances. It also refers to the 

TMODEL table containing technical models for QoS-related concepts. 

 In addition to directly using UDDI APIs through a SOAP API to interact with a 

registry, client APIs based on particular programming languages can be used. An 

extended client API for inquiry and publication operations based on Java was 

implemented. This API includes classes that represent UDDI elements. Developers can 

use it to access an extended registry without knowing about UDDI messages and 

structures. UDDI4J Version 2.0.4, a Java class library supported by HP, IBM and SAP, 

was used to implement the client API. UDDI4J has constructs that generate and parse 

messages sent to and received from a standard UDDI registry. 

 The extended UDDI is compatible with the basic UDDI and both types of UDDI 

registries can coexist in the same environment. 

 The architecture components were implemented as Web services. They interact 

through the Apache Axis SOAP engine. This approach allows the use of the architecture 

in restricted environments, such as intranets, and open environments, such as the 

Internet. Moreover, this approach offers the possibility of using brokers with different 

functionalities, according to consumer needs. 

 The replica management and error detection functionalities were partially 

implemented. The UDDI extension allows a refined replica group creation. Service 

replica selection is based on QoS, including the interoperability, response time and 

availability attributes. Service monitoring considers the response time attribute.  

 The goal of this partial implementation was to test the approach effectiveness. 

Some experiments were developed and the results are discussed below.  

 The evaluation focused on the performance impact that was generated by the 

inclusion of the fault tolerance support in the Web service architecture. In order to test 

the fault tolerance support, faults were introduced in a controlled manner during the 

experiments. 

 The tests were executed on a computational environment with the configuration 

shown in Table 1. 

Table 1. System configuration 

Operating system Linux Fedora Core 2.6.16-

1.2066_FC4 

Java virtual 

machine 

Sun Java Runtime Environment 

1.5.0_06 



  

Application 

server 

Apache Tomcat 4.1.24 

Database server MySQL AB MySQL 5.0.16 

SOAP engine Apache Axis 1.3 

UDDI registry Apache jUDDI 0.9rc4 (extended) 

Network Ethernet / 100 Mbps 

Processor Intel Pentium 4A / 2800 MHz / 

133 MHz 

Memory 512 MB / 266 MHz 

Motherboard / 

Chipset 

Intel Sea Breeze D845GVSR / 

Intel Brookdale-G i845GV 

Hard disk Samsung SP0411N / 40 GB / 

7200 RPM / Ultra-ATA 133 

 Some experiments were developed to measure the impact in terms of response 

time. Three situations were tested. Initially, the basic Web service architecture was 

evaluated and the fault tolerance support was not employed. In this case, the consumer 

discovers a Web service by means of the UDDI registry and invokes it directly. The 

second situation was similar, but the fault tolerance support was used. To evaluate the 

effectiveness of the fault tolerance support, in the third situation, faults were injected 

into the system. 

 The impact in terms of response time generated by the proposed fault tolerance 

support was measured by the comparison of the results of the second and third situations 

with the first situation. 

 Figure 5(a) shows the response time for the three cases. The average response 

time was approximately 68 ms, when the Web service architecture extensions were not 

used. When the extensions were used, the response time was approximately 108 ms in 

the case without faults and 138 ms in the case with faults. 

 A Web service executed with fault tolerance presented an average additional cost 

of 58.8 % in the response time, in opposition with the execution of the same service 

without fault tolerance. When faults were introduced, the additional cost was increased 

by 27.8 % in terms of response time of the same service in the case without faults. 

 In order to assess the overhead of the broker and monitor components, other 

experiments were executed.  The overhead in terms of CPU usage was measured in two 

situations: with and without faults. 

 Figure 5(b) presents the CPU usage percentages. The average overhead 

introduced by the broker was approximately 13.8 %, and by the monitor, 13.5 %, in the 

situation without faults. With the introduction of faults, the average overhead was 

approximately 16.3 % for the broker, and 13.8 % for the monitor. 



  

 

Figure 5. Results: (a) response time and (b) CPU usage of the fault tolerant 
architecture. 

5. Related Work 

This section presents some studies on fault tolerance in Web services. In the studies, the 

use of mediation in the Web service architecture is shared. However, they employ 

different fault tolerant mechanisms and techniques, such as passive replication, active 

replication, N-version model and checkpointing/rollback. Typically, these studies do not 

consider the use of Web service standard mechanisms and the application of Web 

services in the BPM area. 

 Dialani et al [Dialani et al. 2002] discuss that distributed computing and grid 

computing applications should be designed with fault tolerance to achieve robustness. 

However, the Web service community has not been focused on this aspect. This 

deficiency influenced some modifications in the SOAP layer with the goal of offering 

fault tolerance by checkpointing and rollback mechanisms. The proposed architecture 

for the development of fault tolerant Web services focuses on error recovery and, 

differently from the approach presented here, does not deal with the management of 

multiple service replicas. 

 Similarly to the approach proposed in this work, the passive replication 

technique is explored in [Liang et al. 2003]. To achieve fault tolerance, some 

modifications are proposed for the WSDL and SOAP standards with the purpose of 

allowing the specification of Web service replicas and the redirection of service 

requests, respectively. The approach presented here employs a mediation layer in the 

Web service architecture, which offers the necessary functionalities for managing 

replicas. Thus, it does not depend on modifications in the interface description language 

and the message interchange protocol of Web services. The approach includes a UDDI 

extension, but the extended UDDI is compatible with the standard. 

 In [Santos et al. 2005], the active replication technique is used in Web services 

to support consumer transparent fault tolerance. The architecture has a central 

forwarding component that includes the mechanisms responsible for managing replicas. 

It acts as a broker between Web service consumers and providers, as proposed in the 

architecture presented here. To deal with the fault point represented by the forwarding 

component, the architecture has a backup component. In the architecture proposed here, 

the broker is implemented as a Web service and enables consumers to use different 



  

brokers. Moreover, differently from the approach presented here, which uses UDDI 

tModels for creating service replica groups, the forwarding component has a 

configuration system for creating groups. 

 A N-version model implementation for Web services is presented in [Looker et 

al. 2005]. The N-version model is a design pattern for fault tolerance. In this model, in 

order to avoid errors caused by, for instance, specification and implementation 

problems, replicas are developed as different versions. In the proposal, the consumer 

stub is incremented for enabling consumers to provide service lists. Here, in a similar 

manner, replicas are Web services with similar functionality and the N-version model is 

supported by the loose coupling of the Web service technology. However, differently 

from the approach proposed here, the N-version model implementation demands the 

consumer to obtain the Web service status.  

6. Conclusion 

In this paper, a fault tolerant Web service architecture for use with BPMSs was 

described. Implementation aspects and a performance evaluation of the proposed 

architecture were presented. The approach extends the basic Web service architecture 

with the inclusion of broker and monitor components and a UDDI extension. The 

extensions introduce a significant additional cost, but the cost is acceptable because of 

the offered benefits. Business process continuity is offered by the fault tolerance 

support. 

 The main contributions of this paper are a fault tolerant architecture for Web 

service-based BPMSs and its partial implementation. 

 Future work includes the execution of additional tests to evaluate the approach 

in different scenarios. Moreover, the proposed extensions may be enhanced to handle a 

broader range of QoS attributes and to support mobile Web services. Providing services 

in mobile environments comprises QoS issues that are not included in fixed 

environments. Another direction is the inclusion of context-awareness facilities into the 

architecture to enable the delivery of services that adapt to different contextual 

dimensions. Furthermore, the absence of request redirection coordination generates an 

unstable system. A load balancing mechanism may be used to avoid the redirection of 

many consumer requests to the same replica. 
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