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Abstract 
In this paper, we consider the problem of dynamic 

lightpath protection in survivable WDM networks with 
single link failure model. Our work concerns in how to 
dynamically determine a protection cycle  to establish a 
dependable lightpath with fault-tolerance requirement. 
This problem is identified as NP-complete, thus a 
heuristic for finding near optimal solution with 
reasonable computation time is usually preferred. 
Inspired from the principle of ant colony optimization, we 
develop in this paper an ant-based mobile agents 
algorithm for this problem with improved blocking 
performance. To enable the new ant-based algorithm, we 
propose to use on each network node both a routing 
table that contains a set of feasible cycles between source 
destination nodes  and also a pheromone table for mobile 
agents. By keeping a suitable number of mobile agents in 
a network to continually and proactively update the 
cycles in a routing table based on the current network 
congestion state, the routing solution of a connection 
request can be obtained based on simply a local 
searching with a reasonable computation time. Extensive 
simulation results upon the ns-2 network simulator show 
that our new algorithm can achieve a significantly lower 
blocking probability than the promising algorithm for 
dynamic lightpath protection proposed in [11] with a 
comparable computation complexity. 

                  
1. Introduction 
 

Wavelength division multiplexing (WDM) in optical 
networks has been considering as a promising technology 
for future backbone networks that can provide huge 
bandwidth capacity. These networks  are viable solution to 
meet the bandwidth demands from various emerging 
multimedia applications such that web applications, video 
on demand, multimedia conference, image access and 
distribution, home broadband services etc. [1]    

A WDM optical network consists of optical cross-
connects (OXCs) interconnected by fiber links , in which 
an OXC can switch an optical signal from an input fiber to 
an output fiber without performing optoelectronic 
conversion. In wavelength-routed optical networks, end-

users communicate with each other via all-optical channels, 
which are referred to as lightpaths as shown in Fig 1. A 
lightpath is an optical channel on a wavelength that spans 
multiple fiber links to provide a connection between two 
network nodes. By using wavelength converters, an OXC 
is capable of changing the wavelength of incoming signal. 
However, wavelength conversion cost is  very expensive, 
thus it is preferred to use the OXCs without wavelength 
converters. In our works, we consider the later case where 
the same wavelength must be used along a lightpath, 
which is referred to WDM optical networks with the 
wavelength continuity constraint.         

1.1. Routing and wavelength assignment 
 

Given a set of connection requests, the problem of 
setting up lightpaths by routing and assigning a 
wavelength to each connection is called routing and 
wavelength assignment (RWA) problem [2]. If we cannot 
setup a lightpath for a connection request, then it is 
blocked. Generally, a RWA algorithm tries to minimize the 
total blocking probability overall the network. A well-
designed RWA algorithm is critically important to improve 
the performance of WDM networks  

RWA problem can be classified into static RWA and 
dynamic RWA problems. In the static RWA problem, the 
connection requests are given in advance. The static 
RWA is always performed offline, the objective is 
minimized the total blocking probability or to have the 
maximum number of setting up connections. This problem 
can be formulated as mixed-integer linear program, which 
is NP-complete [3]. In contrast, the dynamic RWA 
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Fig. 1.  Architecture of a wavelength-routed network 



considers the case where connection requests arrive 
dynamically. The dynamic RWA is performed online, it is 
much more challenging; therefore, heuristic algorithms are 
usually employed in resolving this problem [2] 

Our work mainly focuses on dynamic RWA problem. In 
literature, there are static routing approaches available for 
the dynamic RWA problem, such as shortest-path routing 
or alternate shortest-path routing [4, 5]. These approaches 
use a set of pre-computed shortest paths for lightpath 
establishment. Advantage these approaches is its 
simplicity, e.g. small setup time and low control overhead. 
Adaptive routing approaches [6] are more efficient than 
static routing methods in terms of blocking probability, 
because the route is chosen adaptively depending on the 
network state. The main problems of adaptive routing 
methods are their longer setup delay and higher control 
overhead, including the requirement of global network’s 
state on each node.  
 
1.2. Lighpath protection in WDM networks 
 

The failure in optical communication networks such as 
accidental link disruption or switching device disorder will 
affect a huge amount of bandwidth in transmission, thus 
survivability is one of the most important issues in the 
design of WDM optical networks [7]. Two major 
techniques to prevent failures are protection and 
restoration [8]. In protection schemes, backup resources 
are pre-computed and reserved for each connection before 
a failure occurs. In restoration  schemes, the backup route 
is dynamically computed after the failure occurs. In 
compare with restoration schemes, protection schemes 
have a faster recovery time and can guarantee 100% of 
recovery ability, but require more network resources . 

Protection schemes are divided into path protection 
and link protection. In the former, a working path and a 
disjoint protection path are pre -computed for each 
connection. In the later, each link of the working path is 
protected by separate backup resources. Path protection 
schemes usually require lower backup resources and lower 
recovery delay than link protection  [9].  The pair of 
working and protection paths forms  a protection cycle 
between two network nodes. A connection that is setup 
from a protection cycle is called a dependable connection.  
Protection schemes can be further classified into 
dedicated protection and shared protection. In the former, 
the backup resources such as links or nodes are used for 
at most one connection. In the later, the backup resources 
can be used for multiple connections, because these 
connections rarely fail simultaneously. Dedicated 
protection consumes more resource but is simpler to 
implement.  In contrast, share protection is more efficient 
but more complex for management [1].        

 There are two kinds of failure in WDM networks: link 
failure and node failure. It is observed that most modern 
switching devices are equipped built-in redundancy to 
improve their reliability. Therefore, link failure is  more 
concern than node failure. Many studies in the literature 
justify that single link failure happens much more frequent 
than multiple link failures, thus the single lin k failure model 
attract more attentions in the optical survivability research.      

    
1.3. Motivation and contribution 
 

In this paper, we consider the problem of dynamic 
routing and wavelength assignment with lightpath 
protection in WDM mesh networks. We adopt the path 
protection scheme with share d backup resource. The 
single link failure model is concerned in our work.   

In [10], Mohan et al. proposed an efficient protection 
scheme called primary independent backup wavelength 
assignment (PIBWA). This method uses the shared 
protection scheme by adopting the backup multiplexing 
technique. In PIBWA algorithm, a set of k  link-disjoint 
paths is  pre-computed for every source-destination node 
pair.  Whenever a connection request arrives, a working 
(primary) path and a backup path with total minimized cost 
are selected from these K paths. If such working-backup 
path-pair has no wavelength available then the connection 
request is blocked. The PIBWA with backup multiplexing 
technique is simple but can still provide a protection 
mechanism with efficient network performance in terms of 
blocking probability. 

The main limit of PIBWA method is that it uses a set of 
fixed alternate link-disjoint routes, so it exists a big space 
to improve the network performance. Many researchers 
proposed optimal approaches by formulating this problem 
as an Integer Linear Program (ILP), thus it is NP-complete 
[7, 11, 12]. However, it is not practical to solve such ILP 
problem by optimal approach because the dynamic 
connection setup requires  a low computation time. To 
achieve that goal, these authors also proposed several 
heuristics to solve this problem. However, these heuristics 
have to compute online a set of shortest paths between a 
node pair based on current link state, thus the 
computational complexity is still high, which may increase 
the setup delay of a connection request.  

From the above observations, we propose a novel 
heuristic for this problem by using the principle of ant 
colony optimization [13]. We inherit the ant-based mobile 
agents proposed in our previous works [14] to explore the 
current network congested state. We propose to use both 
forward ants and backward ants to discover a set of link-
disjoint cycles between every node pair in the network. 
These cycles are always available and updated before the 
connection request arrives, thus we can easily select the 



best cycle among them for the connection setup. This 
method can guarantee a small setup delay because these 
cycles already exist by the time of connection setup. By 
following the ant-colony optimization principle, the mobile 
agents can report to each network node the cycles with 
low cost to increase the network performance. Extensive 
simulation results show that with a suitable number of 
cycles, our proposed heuristic can significantly 
outperform the PIBWA method in terms of blocking 
probability.                                            
 
1.4. Paper’s organization   
 

The rest of this paper is organized as follows. Section 2 
presents the principle of ant-based network routing and 
some related works about routing in WDM optical 
networks using ant colony optimization. In Section 3, the 
proposed ant-based algorithm for routing in WDM 
networks with lightpath protection is presented. The 
results of simulation experiments are described in Section 
4. Finally, we conclude by some discussions in Section 5. 
  
2. Background 
 
2.1. Ant-based network routing 
 

Inspired from the behaviors of natural ant system, a 
new class of ant-based algorithms for network routing is 
currently being developed. These algorithms use artificial 
ants concurrently and independently, and communicate in 
an indirect way to build the routing solution. Previous 
work has shown the potential success in routing for both 
packet and circuit switching networks [15-17]. The idea 
from ABC algorithm [16] could be used in WDM routing 
because this is circuit-switched routing. In ABC algorithm, 
the mobile agents modify the routing policy at every node 
by deposing pheromone trail on routing table, and the 
agents’ goal is to build and to adapt the routing tables to 
the load changes at run time so that the rate of accepted 
coming calls is maximized. However, ABC algorithm 
cannot be applied directly into RWA problem because 
they do not consider the wavelength continuity constraint 
in WDM optical networks.   
 
2.2. Related works 
 

Recently, there have been some ant-based approaches  
for dynamic routing and wavelength assignment problem 
such as Garlick’s algorithm [18] or Ngo‘s algorithm [14]. 
These approaches use ant-based agents to explore the 
network and build the routing solution based on current 
network congested state. However, to our knowledge, 

there has been no algorithm using ant-based approach to 
resolve the RWA problem with lightpath protection, which 
requires the mobile agents to find concurrently the cycles 
in WDM networks. 

In this work, we extend our ant-based routing (ABR) 
algorithm in [14] to solve the dynamic lightpath protection 
problem. We summarize the ABR algorithm as follows. In 
ABR, a network node is equipped with a probabilistic 
pheromone table that contains the selection probability of 
neighbor node when an ant moves toward its destination 
node. Ants are launched from each node with a given 
probability to a randomly selected destination every time 
unit. This algorithm ensures that the information about 
network congestion is well reflected in the pheromone 
tables. The route for a connection request is selected 
directly based on the highest selection probability or the 
second highest probability, thus the setup time can be 
reduced. The results show that the ABR algorithm 
significantly outperforms other alternate methods in terms 
of blocking probability.  Since the ant-based mobile agents 
in ABR algorithm can efficiently explore the network state, 
we inherit this property in this paper and use mobile 
agents to explore cycles in order to establish dependable 
connections in WDM networks.            

 
3. Fault-tolerate ant-based routing algorithm 
for dynamic lightpath protection.  

 
In this section, we will describe our proposed dynamic 

routing and wavelength assignment algorithm with 
lightpath protection called FT-ABR (Fault-tolerate ant-
based routing). The main idea is to use mobile agents with 
ant-colony behavior to explore link disjoint cycles 
between each network node pair. On each node, these 
cycles are stored in a routing table that is continuously 
updated by mobile agents. By the time a dependable 
connection request arrives, the best one among these 
cycles will be used for connection setup.  

We suppose that ant -based mobile agents run in a 
separated control plane that is carried out in a packet 
switching network with the same topology as optical 
network, or in optical domain where control data is 
transported on a dedicated wavelength [1]. For simplicity, 
we also suppose that  all connection requests are 
dependable connections. The following subsections will 
present the FT-ABR algorithm in detail. 

 
3.1. Pheromone table and routing table   

 
In addition to the routing table that contains a list of K 

feasible cycles to every possible destination for 
dependable connection setup, each network node now 



also has a pheromone table for mobile agents as other ant-
based algorithm [14].  

For a network node i with k i neighbors, its probabilistic 
pheromone table Ri  = [ ri

n,d ]ki, N-1 has N-1 rows (N is 
number of network nodes) and k i columns. Each row 
corresponds to a destination node and each column 
corresponds to a neighbor node; the value ri

n,d  is used as 
the selection probability of neighbor node n when an ant 
is moving toward  its destination node d. An example of 
pheromone table is illustrated in Fig 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

The cycle routing table on each node contains N-1 
rows according to every destination node. Each row 
corresponds to a destination node and contains a list of K 
cycles to it. Each cycle has a primary path and a backup 
path that are link-disjoint. This routing table is continually 
updated by mobile agents based on the current network 
congestion state, so it always contains the K best cycles 
candidates for a dependable connection request. 

 
3.2. Mobile agents behavior 

 
The main behavior of ant-based mobile agents (ants) is 

summarized as follows (Fig.3): 
- Ants are launched from each node with a given 

probability ? to a randomly selected destination 
every t time units; here ? and t are design parameters. 
Ant status now is forward ant. 

- Each ant is considered to be a mobile agent: it 
collects info rmation on its trip, performs routing 
tables updating on visited nodes , then move forward 

- Whenever an forward ant visits  a node, it updates 
the pheromone table with the information gathered 
during its trip 

- An ant stochastically determines its next hop 
according to its selecting probabilities in the 
pheromone table.  

- When an ant reaches the destination, it changes its 
status to backward ant. Then ant moves back to the 
source node by the same rule as forward ant. In 
addition, this backward ant checks not to move on 

the visited links so that all the visited nodes will 
formulate a cycle. If an ant cannot select a node to 
move, it will be killed. 

- When an ant gets to the source node, it reports its 
cycle to the routing table. After that, this ant is killed.     

Whenever a forward ant visits  a node, it updates the 
pherom one table element with the information gathered 
during its trip, include the path’s length and the number of 
idle wavelengths along the path. Suppose a forward ant 
moves from source s to destination d following the path 
(s,… i-1, i,…d). When this ant arrives at node i, it updates 
the entry corresponding to the node s by a reinforcement 
value (pheromone) as follows: the probability of neighbor 
i-1 is increased while the probabilities of other neighbors 
are decreased. The amount of pheromone decreases  with 
the path length and increases with the number of available 
wavelengths. If an ant visits node i at time t, so the next 
values for routing entry in next time t+1 are determined as  
follows:  
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Here, δr is the reinforcement parameter or the amount of 
trailing pheromone, and δr decreases with the paths length 
and increases with the number of available wavelengths:  
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Where δl corresponds to the length of the path, δw 
corresponds to the percent of free wavelengths of this 
path, α is a scalar parameter that can be used in adjusting 
the emphasis of path length versus free wavelength 
percentage. These two factors are computed as follows: 
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−= eel lβδ , 0* eew w −= γδ              (3) 
Where w is the percentage of free wavelengths of the path 
and w is deducted from the corresponding wavelength 
mask in ant stack. Here α, β and γ are designed parameters 
and they can be adjusted to get a good system 
performance.  

Whenever a backward ant reaches to its source node, it 
reports its cycle to the routing table on the source node. If 
this is  a new cycle and there is  not enough K cycles, ant 
will insert the new cycle into the table; otherwise, it will 
replace a random cycle that has been in the routing table. 

The above rules for agent’s moving and pheromone 
tables updating make ant-based mobile agents tend to 
follow paths with shorter length and larger number of free 
wavelengths. Thus, the cycles reported by ants will have 
high possibility to be selected for connection setup.  

  
3.3. Connection setup 

 
We adopt the dependable connection setup scheme 

using share protection as PIBWA method [10], because 
the authors have shown that PIBWA method achieves the 
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best performance among the protection methods using 
alternate routes. The major difference is that our FT-ABR 
algorithm uses a set of cycles dynamically updated by 
ants based on the network congestion states.  

The purpose of this task is to select a minimum cost 
cycle. The key idea here is to choose the cycle that 
requires minimum number of ext ra free wavelength channel. 
To achieve that goal, we define the cost of primary path 
C(Lp) and cost of backup path C(Lb) for the wavelength  w 
as follows: The value of C(Lp)  is the length of Lp if the 
wavelength  w is free on Lp; otherwise, C(Lp) is infinity. 
C(Lb) is defined as the sum of cost of all the links on this 
path. The cost of one link is 1 if w is free on this link. The 
cost of one link is 0 if the wavelength w on this link is 
shared with other backup path whose the primary path is 
link-disjoint with Lp; otherwise, the cost is infinity.  

It is noticed that we have to scan all the wavelength w 
belonging to the set of W wavelengths to compute the 
cost C(Lp) and C(Lb) for each cycle. The task to select a 
minimum cost cycle is is summarized as follows: 
1) Consider every candidate cycles. For each of W 

wavelengths, compute C(Lp) and C(Lb) Among the 
cycles that has at least one wavelength on it C(Lb) is 
not infinity, select a set of cycles with minimum C(Lp). 

2) Among the cycles of this set, select the cycle with 
minimum C(Lb)      

3) After above three steps, we get the cycle with 
minimum cost and the corresponding wavelengths of 
its primary path and backup path that minimize the 
cost this cycle. The minimum cost cycle is used to 
setup a dependable connection for the request. 

  
3.4. Complexity analysis  
 

We now compute the computational complexity of FT-
ABR for setting up a connection. We do not take into 
account the complexity of mobile agent’s  task because 
they work proactively before a connection request arrives, 
so they do not affect the setup delay.  To compute the 
cost of backup path for a given primary path, the 
complexity is O(H2) where H is the path length, because H 
could be N-1 in maximum thus the complexity of step 1 is 
O(KN2W). The complexity of step 2 and step 3 is only 
O(KW). Thus      the worst-case complexity of FT-ABR 

become O(KN2W),which is comparable to  the complexity 
O(k2N2W) of  the PIBWA method,  where k  is the number 
of alternate routes. We will show in section 4 that our new 
algorithm is more flexible in the sense that we can increase 
the performance of FT-ABR by increasing K, but we 
cannot increase k as the average number of alternate 
routes is limited by average network degree (this value is 
usually around 3).            
 
4. Simulation results 

 
To verify the performance of our proposed ant-based 

algorithm for dynamic lightpath protection, a simulator 
module was implemented on the open source package 
Network Simulator ns-2 [19]. A circuit module is 
implemented to simulate dynamic lightpath routing in 
WDM networks. The simulation of mobile agents is 
performed directly by network packets in ns-2.  
Simulations are carried out upon two typical network 
topologies: the NSFNet with 14 nodes, 21 links  and the 
TestNet with 15 nodes, 28 links as shown in the Fig. 2. 

We adopt a general traffic model widely used in 
performance analysis of data communication networks. 
We suppose that every connection is dependable to 
guaranty 100% of recovering capaccity under single link 
failure model. The arriving sessions is distributed 
randomly over the network. The connection requests 
arrive at each node according to a Poisson process with 
an arrival rate λ (call/s). The session holding time is 

exponentially distributed with mean µ. There are totally T 
sessions, the total network load is measured by T*λ*µ 
(Erlang). 

The session holding time µ = 1s. For each case, the 
number of session, the arrival rate are selected to have a 
reasonable range of traffic load such that the total 
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blocking probability is about 5% - a practical value for 
WDM networks.   The t ime step for ant’s generation is t = 
1ms. For simplicity, the ant’s launching probability is set 
as  ? = 1.  The others pheromone parameters are set as 
same as our previous algorithm [14]. To get a stable result, 
each experiment is conducted with about 10000 requests, it 
is repeated five times to get the average value of blocking 
probability. 

To find a suitable number of cycles using for the size of 
routing tables, extensive simulations are performed with 
different values of K (Fig. 5). Initially the number of cycles 
is K = 4. When K increases, the blocking probability 
decreases.  However, the blocking probability does  not 
significantly  decrease when K is large. We can observe in 
both network topologies that with K = 12 or 16, the FT-
ABR provide the similar performance. With the network 
topologies using in our experiments (NSFNet and TestNet), 
the number of cycle K =16 could provide a good 
performance in terms of blocking probability. 

We use the algorithm PIBWA with k  = 3 alternate 
routes for performance comparison. Fig. 6 show the 
comparison between the FT-ABR algorithm and PIBWA 
algorithm when the number of cycles is set as K = 16 and 
the number of wavelengths is set as W = 4. We found that 
FT-ABR algorithm always significantly outperform the 
PIBWA algorithm for all the values traffic load we studied.  
For the NSFNet network with a workload of 15, the 

blocking probability of PIBWA algorithm is about 0.05 

while the blocking probability of our algorithm is only 0.02.  
For TestNet network, the blocking probability of PIBWA 
algorithm is about 0.03 while the blocking probability of 
our algorithm is only 0.01 when workload is 22.5. So our 
new algorithm achieves a blocking probability that is  at 
least two or three times lower than that of the promising 
PIBWA algorithm for both the network topologies. These 
results clearly demonstrate that by using the ant-based 
mobile agents to explores the networks states, we can 
reduced dramatically the total blocking probability than 
using only the pre-computed static alternate routes as in 
PIBWA algorithm. 

A similar result is also observed in Fig. 7 when the 
number of wavelengths 8 (W = 8).  For the NSFNet, the 
blocking probability of PIBWA algorithm is about 0.04 
while the blocking probability of our algorithm is only 0.02 
when workload is 45.  For TestNet network, the blocking 
probability of PIBWA algorithm is about 0.03 while the 
blocking probability of our algorithm is only 0.01 when 
workload is 60. For both the cases of W = 8 and W = 4, we 
observe that the decrease of blocking probability of our 
algorithm is more significant for TestNet topology. This 
due to reason that the TestNet topology has a higher 
network degree (3.73) than the NSFNet (3.0), so the ant-
based agents of our algorithm have more chances to find a 
good routing solution in the TestNet network. In contrast, 
the PIBWA use only the pre-computed static routes, thus 
it is less flexible. The above results indicate clearly that 
our FT-ABR is much more adaptive than PIBWA 
algorithm.    
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Fig. 5.  Performance of FT-ABR with different 
numbers of cycles 
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PIBWA for 4 wavelengths 



 
5. Conclusion  
 

Inspired from the behavior of ant colony optimization, 
we proposed a new algorithm FT-ABR for dynamic 
lightpath protection in WDM optical networks. By using 
the proactive ant-based mobile agents to continuously 
explore the networks state and update the cycles in 
routing tables, our algorithm has a smaller computation 
time for dependable connections in comparison with the 
optimal method or others heuristics that compute the 
cycles after a connection request arrives. Moreover, the 
exploring mobile agents in our algorithm can discover 
feasible cycles between every node pairs based on the 
current network congested state, so our algorithm is more 
adaptive than other algorithms using static alternate 
routes , as confirmed by the simulation results upon two 
network topologies and the promising PIBWA method. 

In the future, we are interested in some  approaches for 
setting the parameters to improve the performance of this 
survivable routing algorithm. The comparison in terms of 
setup delay, control overhead and blocking probability 
with other heuristics will be investigated.              
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Fig.  7.  Performance of FT-ABR compared with 

PIBWA for 8 wavelengths   


