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Abstract

This paper presents an object-based video model-
ing. Motion segmentation is performed at the initial
frame to identify different coherently moving regions,
called motion-objects. These regions are grouped to
form objects. Each motion-object is fitted a content-
based mesh, and tracked subsequently to the next frame
via mesh motion estimation and compensation. The
uncovered background (UB) region(s), which emerges
when objects move, will be segmented so as to iden-
tify the new objects or occluded parts of already exist-
ing objects. The mesh model is modified to reflect the
changes in object boundaries.

1 Introduction

Two-dimensional mesh-based motion estimation
models impose a global connectivity constraint on the
optic-flow field. The mesh connectivity is preserved
by assigning a single motion vector to each node. All
the patches connected to a particular node move it to
the same location in the next frame. Although such a
continuity is desirable within a single motion-object,
it restricts the motion of the patches which are con-
nected to the same node, but belong to differently
moving objects. To allow motion discontinuity with
the mesh models, but still to able to preserve the con-
nectivity within a motion-object requires object-based
modeling. Therefore, robust motion segmentation at
the initial frame needs to be performed to achieve ac-
curate object tracking.

1Yucel Altunbasak was with the Department of Electri-
cal Engineering, University of Rochester when this work was
initiated.
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In this paper, we present a complete system in
which the initial frame is segmented into differ-
ently moving regions. Each motion-object is fitted a
content-based mesh, and tracked to the next frame.
Object meshes will be modified at each frame to ac-
count for occlusions and any inaccuracy during motion
estimation and mesh design stages.

This motion modeling leads to a more realistic de-
scription of video compared to the entire-frame-based
mesh models discussed in [1]. Namely, the scene is seg-
mented into motion-regions, and within each region, a
deformable motion model is assumed. Mild deforma-
tions can be handled since each object is modeled as a
set of connected triangles, and within each triangle the
motion field is described by an affine transformation.

Section 2 describes motion segmentation and
object-formation stage. In Section 3, object-scalable
content-based mesh design will be described briefly.
Then, Section 4 explains object-tracking via mesh-
motion estimation. In Section 5 and 6, detec-
tion/segmentation of UB and refinement of object
meshes will be discussed, respectively. In Section 7,
a brief outline of the complete algorithm is given. In
Section 8, example results will be provided on real
video sequences. Finally, our conclusions and obser-
vations will be summarized in Section 9.

2 Object Segmentation

The object segmentation is only performed at the
initial frame, and consists of two stages: i-)} auto-
matic motion segmentation ii-) semi-automatic region
grouping. Motion segmentation refers to labeling pix-
els which are associated with different coherently mov-
ing parts/regions of the image. It is closely related to



two other problems, motion detection and motion esti-
mation. Motion detection, estimation, and segmenta-
tion are all plagued with two fundamental limitations:
occlusion and aperture problems. For example, pix-
els in a flat image region may appear as if they are
stationary even if they are moving due to the aper-
ture problem; and/or erroneous motion vectors may
be found for pixels in covered or uncovered image re-
gions due to the occlusion problem. The occlusion
and aperture problems are mainly responsible for mis-
alignment of motion and actual object boundaries and
over-segmentation of the motion field.

It 1s difficult to associate a generic figure of merit
with a motion segmentation result. If motion segmen-
tation is employed to improve the compression effi-
clency, then over-segmentation may not cause a con-
cern. On the other hand, if it is used for object def-
inition with application to object-based functionali-
ties as in the upcoming MPEG-4 standard, then it is
of utmost importance that resulting motion bound-
aries align with actual object boundaries. Although it
may not be possible to achieve this perfectly in a fully
automatic manner, elimination of outlier motion vec-
tor estimates and imposing spatio-temporal smooth-
ness constraints on the segmentation map improve the
chances of obtaining more meaningful segmentation
results. We utilized the the algorithm proposed by one
of the authors, and explained in paper [2], which at-
tempts to achieve this latter goal without requiring ex-
tremely computationally demanding models and pro-
cedures. Then, we interactively group motion-objects
to form objects.

3 Object-Based Mesh Design

The boundary of each object needs to be approxi-
mated by a shape model that can be represented with
a few parameters. Most commonly employed shape
models are polygonal and B-spline approximations.
Here, we employ a polygonal approximation because of
its simplicity and robustness. Furthermore, a polygo-
nal boundary naturally coincides with the boundaries
of the proposed mesh model.

There have been three approaches reported for
content-based mesh design: optimization, split-and-
merge, and spatio-temporal gradients methods. De-
signing an optimal mesh structure requires global op-
timization of a suitable cost function [3]. Split and
merge methods successively divide, starting possibly
with a uniform mesh, patches which do not satisfy
a predetermined criterion in an attempt to find lo-
cally optimum solutions [4]. An efficient content-based
mesh design method which utilizes spatio-temporal
image intensity gradients was proposed by one of the
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authors [6].

Here, we utilized object-scalable content-based
mesh. Object scalable mesh design is realized in three
steps: 1) Approximate the boundary of each individual
object by a polygon, ii) utilize the node point selection
algorithm described in [5] to place nodes inside each
object, and ii) apply constrained Delaunay triangula-
tion, where line segments representing the boundary
of the object polygons are passed as constraints.

4 Object Motion Estimation

A node-point motion vector for each node needs to
be estimated in order to perform motion compensa-
tion. If a node belongs to a particular motion-object,
only the patches within that motion-object should be
used for node-point motion estimation. More specifi-
cally, we would like to find the motion vector at the
node N by, say, hexagonal matching [6] (See Fig. 1).
Assuming that the node N belongs to object 1, trian-
gles 1, 2, and 3 should be utilized instead of all seven
triangles connected to it (labeled 1, 2, 3, 4,5, 6 and 7
in Fig. 1). Similarly, if it is part of the object 2, then
triangles 4, 5, 6, and 7 should be utilized instead. This
allows the objects to move independent of each other
when they are motion compensated. Hence, the mesh
connectivity (therefore motion smoothness) along the
motion-object boundaries 1s completely suppressed.

We utilized modified version of hexagonal matching
to estimate node-point motion vectors [7]. To account
for occlusions in motion estimation, we only utilized
the pixels which do not fall into occlusion areas when
they are motion-compensated.

5 Uncovered Background Segmenta-
tion

When the objects are compensated with their re-
spective motion vectors, some regions in the recon-
structed frame will be left uncompensated (See Fig. 1).
These uncovered regions (UB) may include new ob-
Jects entering into the scene, or parts of objects which
are occluded in the previous frames. It is a challenging
problem to determine which part of UB region belongs
to which object? and which part of the UB region in-
cludes new objects? :

We utilized the same object segmentation algo-
rithm discussed in Section 2, with the difference that it
is only applied to UB region rather than whole image.
Namely, UB region is segmented into different motion
regions, and these new motion-objects are assigned
(merged) with one of the already existing motion-
objects if they are found to be similar in terms of mo-
tion, color and texture characteristics. The parts of
UB that are not merged with existing motion-objects



are labeled as new objects. Unfortunately, various
problems occur: i-) UB is usually a small region, thus,
it is difficult to perform a robust motion segmentation
on it, ii-) It is also difficult to obtain motion, tex-
ture, color, and shape features of such a small region
reliably, and iii-) There are cases in which similarity
in terms of motion/color/texture does not necessarily
mean that these regions should be merged. Therefore,
there may be some mistakes after UB partitioning and
merging stage. We interactively correct any mistake.

6 Mesh Refinement

Next, we need to modify the object-meshes consid-
ering the uncovered parts of the objects. The mesh
tracked by the motion vectors may not well represent
the new combined object. This problem could have
been solved by the mesh refinement algorithm devel-
oped in [8]. However, sometimes, UB region(s) can be
very long but thin shaped. Putting new nodes without
considering already existing nodes may result in over-
population of nodes along the boundaries. In such
a case, we can perturb some of the already existing
nodes such that perturbed mesh may well represent
the combined object. Therefore we face the problem
when to perturb the mesh? and when to redesign by
putting new nodes?

We examine the shape of UB region by looking at
its aspect ratio. If the aspect ratio is large, and either
the width or the height of the UB region is smaller
than a predefined threshold, then we perturb the mesh
in order to make it aligned with the new boundary.
Otherwise, we design a content-based mesh inside UB
region, and merge with the tracked mesh.

7 Complete Algorithm
The brief outline of the complete algorithm can be
given as follows:

1. Set frame index k = 1.

2. Estimate the dense motion field from the frame &
to the frame k 4+ 1. Perform motion segmentation
on frame k using the dense motion flow as ex-
plained in Section 2. Form objects as collections
of motion-objects (See Section 2).

3. Approximate the boundary of each motion-object
[1], and design a content-based mesh for each ob-
Ject as described in [9].

4. Compute motion estimates for each node of each
object as explained in [7].

5. Motion-compensate each object by node-point
motion vectors. Uncompensated points on the
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frame k + 1 are labeled as UB regions. Partition
UB as explained in Section 5. Assign each part
of UB to one of already existing motion-objects
or label it as a new motion-object. Compute the
new shapes of each object, and store the updated
object bit-maps as the alpha-map on frame &k + 1.

6. Refine the mesh model of each object as explained
in Section 6.

7. Increase k by 1. Go to Step 2.

8 Results

The concepts of simultaneous object-segmentation
and multiple object tracking are illustrated on the
“Tennis” sequence.

We have performed an object segmentation as ex-
plained in Section 2 on the first frame of “Tennis”
sequence. Figure 2 (a) depicts the object segmenta-
tion map. Four objects are extracted and shown with
a different color. The content-based mesh design al-
gorithm explained in [8] is applied on each object on
the first frame. Figure 2 (b) depicts the meshes associ-
ated with “Table”,“Ball”,“Person” and “Background”
objects overlayed on the image.

Each object is tracked by the mesh tracking algo-
rithm described in Section 4. The location of each
object after motion compensation is shown in Fig-
ure 2 (c¢), while the uncovered background (UB) re-
gion on the next frame is shown in Figure 2 (d). Fig-
ure 2 (e) and (f) show the modified (refined) mesh at
the 27¢ and 20" frames, respectively.

9 Conclusions

A complete object-oriented mesh-based video mod-
eling is presented where motion segmentation is per-
formed at the initial frame to identify different co-
herently moving regions, which are grouped to form
objects. Each motion-object is fitted a content-based
mesh, and tracked subsequently to the next frame via
mesh motion estimation and compensation. Each ob-
ject mesh model is refined to account for the occlusions
and newly appearing/disappearing objects.

The proposed method can provide alpha-map to
an MPEG-4 encoder as well as motion information. It
can also be utilized as an “occlusion adaptive” dense
motion estimation algorithm. Object tracking has also
applications in “Special Effects Authoring”.

The current research focuses on how to further opti-
mize each stage in terms of speed and robustness. We
also try to minimize the user-interactivity, and iden-
tify better forms of interaction with the computer.



Frame k+1

Figure 1: Demonstration of principles of multiple ob-
ject tracking with 2-D meshes.
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