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Abstract. Georeference is a basic function of remote sensing data processing. 
Geo-corrected remote sensing data is an important source data for Geographic 
Information Systems (GIS) and other location services. Large quantity remote 
sensing data were produced daily by satellites and other sensors. 
Georeferenceing of these data is time consumable and computationally 
intensive.  To improve efficiency of processing, Grid technologies are applied. 
This paper focuses on the parallelization of the remote sensing data on a grid 
platform.  According to the features of the algorithm, backwards-decomposition 
technique is applied to partition MODIS level 1B data. Firstly, partition the 
output array into evenly sized blocks using regular domain decomposition. 
Secondly, compute the geographical range of every block. Thirdly, find the 
GCPs triangulations contained in or intersect with the geographic range. Then 
extract block from original data in accordance with these triangulations. The 
extracted block is the data distributed to producer on Grid pool.  

1   Introduction 

Large quantity imagery data of remote sensing produced daily by variable satellites 
and other sensors. The processing of remote sensing data is computationally intensive. 
It requires parallel and high-performance computing techniques to achieve good 
performance. G eo-corrected remote sensing data are source data for geographic 
information systems and other location services. When the correction formulation is 
complicate, the large image georeference will require a mass of time. Over the past 
decade, Grid has become a powerful computing environment for data intensive and 
computing intensive applications.  Cannataro (2000) proposed to develop data mining 
services within a Grid infrastructure as the deployment platform for high performance 
distributed data mining and knowledge discovery. 

Researchers have aimed to develop Grid platforms for remote sensing data 
processing. Aloisio et al. (2004) proposed Grid architecture for remote sensing data 
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processing and developed a Grid-enabled platform, SARA/Digital Puglia with his 
research group. SARA/Digital Puglia (Aloisio et al. 2003) is a remote sensing 
environment developed in a joint research project. Our research group has developed 
a grid-based remote sensing environment, which is the High-Throughput Spatial 
Information Processing Prototype System in Institute of Remote Sensing 
Applications, Chinese Academy of Sciences (Cai et al. 2004, Hu et al. 2004, Wang  
et al. 2003).  

This paper focuses on the parallelization of the remote sensing data on a grid 
platform. First, we discussed the algorithm of rectifying remote sensing image. 
Second, data partition for georeference on grid is introduced. Finally, we analyzed the 
result of georeference on Grid platform. 

2   Georeference Implementation on the Grid 

2.1   MODIS Level 1B Data 

MODIS level 1B products are obtained from Moderate Resolution Imaging 
Spectroradiometer (MODIS) carried on EOS satellite and have been calibrated. 
MODIS includes 36 spectral bands extending from the visible to the thermal infrared 
wavelengths (Running et al., 1994). The MODIS Level 1B products contain longitude 
and latitude coordinates. These coordinates can be used as Ground Control Points 
(GCP) to rectify the image.  

2.2   Parallel Rectification on Grid 

There are three important components to rectify an image, i.e. transformation model 
selection, coordinate transformation and resample. In this paper, triangle warping 
model is selected to transform the coordinates. Moreover, cubic resample method is 
used. The triangular is build from the longitude and latitude coordinates.  

The image rectification steps for interpolating, transforming and resampling can be 
integrated into one routine. This rectify routine can be repeated to correct every part 
of the large image. Now that the rectify routine can be data parallel processing in 
Grid, how to partition the data and how to merge the results are the main questions 
confront us.  

2.3   Data Partition Strategy 

The partition strategy influences the process efficiency and determines the merge 
strategy. So to select an efficient partition method is very important. The value of the 
output pixel is interpolated by value of pixels around its location in original image. 
The original location is obtained by triangle transformation from GCPs triangulations. 
According to the features of the algorithm, backwards-decomposition technique is 
applied to partition MODIS level 1B data. It comprises four steps as follows: 

Firstly, partition the output array into evenly sized blocks using regular domain 
decomposition. Secondly, compute the geographical range of every block. Thirdly, 
find the GCPs triangulations contained in or intersect with the geographical range. 
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Then extract block from original data in accordance with these triangulations. The 
extracted block is the data that will be distributed to producer on Grid pool.  

3   Experiments and Analysis 

Our experiments were performed on a Grid-computing environment, which is in the 
High-Throughput Spatial Information Processing Prototype System (HIT-SIP) based 
on Grid platform in Institute of Remote Sensing Applications, Chinese Academy of 
Sciences. Test data are MODIS level 1B products. The data format is HDF. The data 
is partitioned into many parts by backwards-decomposition techniques. The 
experiment result is shown in table1.  

Table 1. Experiment results  

Test data size Sequential Time (sec) No. of parts Execution time (sec) 
10 1208 768 MB Out of memory 
80 856 
8 358 83 MB 404 
80 281 
4 130 20 MB 282 
8 110 

The experiment shows that data-parallel georeference is efficient especially for 
those large-size data.  The computer shows errors “out of memory, unable to allocate 
memory” when rectifying the large data (768 MB) in a computer with 512MB 
memory. This situation could be solved with the help of the resources in Grid pool. 
The large data is decomposed into small parts and distributed to the Grid.  

4   Conclusions 

As an important new field in the distributed computing arena, Grid computing focuses 
on intensive resource sharing, innovative applications, and, in some cases, high-
performance orientation. We implemented data-parallel georeference in HIT-SIP 
platform. The experiments indicate that Grid is efficient for data-parallel 
georeference. The efficiency could be improved especially for those large data. For 
those processing that need large memory, Grid can also provide enough resources to 
solve the problem.  Ongoing work on HIT-SIP includes developing middleware of 
remote sensing processing and providing remote sensing processing services for 
Internet consumers. 
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