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Abstract 

Diagrammatic reasoning is a type of reason­
ing in which the pr imary means of inference 
is direct manipulat ion and inspection of a di­
agram. Diagrammatic reasoning is prevalent 
in human problem solving behavior, especially 
for problems involving spatial relations among 
physical objects. Our research examines the 
relationship between diagrammatic and sym­
bolic reasoning in a computational framework. 
We have bui l t a system, called REDRAW, that 
emulates the human capability for reasoning 
w i th pictures in civil engineering. The class 
of structural analysis problems chosen provides 
a realistic domain whose solution process re­
quires domain-specific knowledge as well as pic­
torial reasoning skills. We hypothesize that dia­
grammatic representations provide an environ­
ment where inferences about the physical re­
sults of proposed structural configurations can 
take place in a more intui t ive manner than that 
possible through purely symbolic representa­
tions. 

1 Introduction 
Humans often use diagrams to facil i tate problem solving. 
In many types of problems, including but not l imited to 
problems involving behaviors of physical objects, draw­
ing a diagram is a crucial step in the solution process. A 
drawing can reveal important information that may not 
be explicit in a wr i t ten description, and can help one 
gain insights into the nature of the problem. Though 
such use of diagrams is an integral part of human prob­
lem solving behavior, it has not received nearly as much 
attention in AI as symbolic reasoning has. 

One impor tant advantage of diagrammatic represen­
tat ion is that it makes explicit the spatial relations that 
might require extensive search and numerous inference 
steps to discover using a symbolic representation. Larkin 
and Simon have shown that , even when the information 
contents of symbolic and diagrammatic representations 
are equivalent, a diagrammatic representation can offer 
computat ional advantage in problems where spatial re­
lations play a prominent role [Larkin and Simon, 1987], 

Since humans reason wi th so much apparent ease in some 
problems, a program that could reason directly with a 
diagrammatic representation would be more understand­
able to the user than a program that reasons exclusively 
wi th a purely symbolic representation. In addit ion, a 
diagrammatic reasoning program could offer insight into 
the relation between diagrammatic and symbolic reason­
ing, and may also be useful in impar t ing visualization 
skills to students of various engineering disciplines where 
such facil i ty is crucial. 

In this paper, we present our work aimed towards un­
derstanding the role of diagrammatic reasoning in prob­
lem solving. The problem we chose for studying dia­
grammatic reasoning is that of determining the deflec­
t ion shape of a bui lding frame structure under load. 
We have constructed a computer program called RE­
DRAW (Reasoning wi th Drawings) that solves this prob­
lem qualitatively using a diagram in a way similar to 
human engineers. 

1.1 Roles of Diagrams in Problem Solving 

Some research has been done on the roles that diagram­
matic reasoning play in human problem solving. Novak 
and Bulko [Novak and Bulko, 1992] have asserted that a 
diagram and its annotations serve as a short-term mem­
ory device in the problem solving process. Such a device 
allows temporarily-needed information to be retrieved 
later in the same manner that wr i t ing down intermedi­
ate results in mul t ip l icat ion problems frees the person to 
perform further calculations. They also postulate that a 
diagram may act as a substrate or concept anchor that 
allows the new part of a problem to be described rel­
ative to another well-understood problem. Larkin and 
Simon discuss extensively the advantages of diagrams 
for faci l i tat ing inference about topological or geomet­
ric relations [Larkin and Simon, 1987]. Chandrasekaran 
and Narayanan [Chandrasekaran and Narayanan, 1992], 
Novak and Bulko [Novak and Bulko, 1992], and Born­
ing [Borning, 1979] have also pointed out the usefulness 
of diagrams to human problem solvers as a device to 
aid in visualization, "gedanken experiments" or predic­
t ion. Finally, Novak and Bulko [Novak and Bulko, 1992], 
and Koedinger [Koendinger, 1992] have explored the idea 
that diagrams may sometimes be used not pr imari ly for 
making base-level inference, but rather to help in the se­
lection of an appropriate method to solve a problem; that 
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is, as an "aid in the organization of cognitive activity" 
[Chandrasekaran et a/., 1993], 

A salient feature of diagrammatic reasoning in many 
situations is its qualitativeness. People reason with di­
agrams to get rough, qualitative answers. Though they 
must resort to formal, mathematical techniques for a 
more precise, quantitative answer, qualitative techniques 
are extremely useful in gaining valuable insight into the 
range of possible solutions. An initial qualitative under­
standing thus obtained can guide later analysis for more 
detailed answers. In the context of structural analysis, 
knowing the qualitative deflected shape allows one to 
identify critical features of the shape. One can then set 
up relevant equations in order to obtain more precise 
information such as actual magnitudes of forces and dis­
placements at specific points of interest. 

How do diagrams actually help civil engineers make 
qualitative inferences? From studying textbooks on ele­
mentary structural analysis, such as [Brohn, 1984], which 
aim to develop a intuitive understanding of the response 
of the structure under a load, we find that diagrams 
fulfill many of the same roles mentioned above. First, 
diagrams are used as "a visual language of structural 
behavior that can be understood with the minimum of 
textual comments" [Brohn, 1984]. The language allows 
engineers to express explicitly the constraints or physi­
cal laws that are relevant at each part of the proposed 
structure, in such a way that the constraints and some of 
the consequences are immediately apparent without fur­
ther reasoning. Secondly, the diagram serves as a place 
holder or short-term memory device by allowing engi­
neers to sketch out the result of one deformation and 
then go back to see if there is a further effect or interac­
tion that needs to be addressed. Finally, visual inspec­
tion of diagrams guides engineers in choosing the next 
step, resulting in a more efficient problem solving process 
than it would be otherwise. R E D R A W uses diagrams in 
all these capacities in the context of determining the de­
formation shape of frame structures. 

2 Deflection Shape Problem 
Determining the qualitative deflected shape of a frame 
structure under load is a crucial step in analyzing the 
behavior of a structure. Figure 1 shows the reasoning 
steps an engineer may go through using a diagram. She 
first makes a simple, 2-D drawing of the shape of the 
given frame structure (Figure 1(a)). Given a load on the 
structure, she modifies the shape of the structural mem­
ber under the load (b). She inspects the modified shape 
to identify the places where constraints for equilibrium 
of the structure are violated. Those constraint violations 
are corrected by modifying the shape of connected struc­
tural members, propagating deflection to other parts of 
the structure (c). This process is repeated until all the 
constraints are satisfied (d - f ) . The drawing thus pro­
duced (f) shows the final deflected shape of the frame 
under the given load. 

Given a diagram of a frame structure and a load, RE­
DRAW produces an underlying symbolic representation 
in order to facilitate reasoning about engineering con­
cepts. Then the program will use its structural engineer­
ing knowledge to propagate constraints on the diagram 

of the structure and will inspect and modify this picture 
until a final shape is produced that represents a stable 
deflected structure under the given load. 

As with the qualitative nature of human visual rea­
soning, the reasoning carried out by REDRAW is also 
qualitative. The answer it produces is a picture of a de­
flected shape. Although the resulting picture is qualita­
tively consonant with the problem solution, it is not (nor 
does it need to be) mathematical ly accurate. In fact, 
the magnitude of deflections in REDRAW's diagrams is 
much larger than actual magnitudes. This over-emphasis 
is done intentionally, since the deflections in actual struc­
tures would be too small to see in a simple diagram, and 
since people almost always exaggerate features of inter­
est when they draw this type of diagrams. 

REDRAW solves this type of deflected shape problem 
by directly manipulat ing a representation of the shape 
in a similar manner to that shown above. Al though the 
problem could be solved by setting up equations, visu­
alization is the indispensable first step that provides an 
engineer wi th intu i t ive understanding of the behavior of 
the structure and enables her to recognize a good strat-
egy for further analysis. 

Before describing how REDRAW analyzes structures, 
we explain the reasons for choosing this problem. An 
advantage of this domain for studying the role of vi­
sual reasoning in problem solving is the fact that it 
is rich w i th domain-specific knowledge that has signif­
icant implications on how the diagram is manipulated 
and interpreted. A number of researchers have studied 
pictorial reasoning in geometry, where pictures are ab­
stract diagrams and do not represent anything in the real 
world [Koedinger and Anderson, 1990; Lindsay, 1992; 
McDougal, 1995]. In geometry, the only property one 
reasons about is the geometric property. There are no 
other types of information, apart f rom that represented 
in the diagram, that one must take into account when 
manipulating and inspecting the diagram. 

In contrast, pictures used for reasoning in engineer­
ing design are not simply abstract geometric shapes but 
represent things in the real world. Furthermore, how 
a picture is interpreted and manipulated depends sub­
stantial ly on what it is meant to represent. For exam-
ple, a line in our domain represents a beam or a column 
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Changing the curvature of a line would change the inter­
pretat ion of the diagram. In a circuit diagram, on the 
other hand, one could change the length or curvature 
of the line representing an electrical connection without 
affecting its interpretation. For the goal of gaining an in­
sight into the role of visual reasoning in problem solving 
and its relation to symbolic reasoning, it is important 
for us to work with a problem requiring a wealth of do-
main knowledge that has significant influence on the way 
diagrams are used and interpreted. 

3 System Architecture 
From examining the way deflection shape problems are 
solved by humans, it is apparent that solving this type 
of problems requires not only an abi l i ty to manipulate 
and inspect diagrams but also substantial structural en­
gineering knowledge. Knowledge about the properties of 
various types of jo ints and supports is necessary to iden­
t i fy constraints on the shape for the structure to be in 
equi l ibr ium. Whi le such knowledge is best represented 
and manipulated symbolically, information about shapes 
is best represented as a picture. Many types of modifi­
cation and inspection of the shape are also more easily 
carried out wi th a picture. 

The requirement for both pictorial and non-pictorial 
representation and reasoning suggests a layered archi­
tecture. Thus, R E D R A W includes both a symbolic 
reasoning component, called the Structure Layer, and 
a diagrammatic reasoning component, called the Dia­
gram Layer. Figure 2 shows the two-layered architecture 
schematically. The Structure Layer contains the knowl­
edge base of structural engineering knowledge about var­
ious types of structural members, joints, supports, and 
the constraints they impose on the structure. It also in­
cludes a rule-based inference mechanism to make use of 
the knowledge. The Diagram Layer includes an internal 
representation of the two-dimensional shape of the frame 
structure as well as a set of operators to manipulate and 
inspect the shape. 

The Structure Layer contains a symbolic representa­
t ion of domain-specific knowledge. It represents non-
visual in format ion, such as types of joints and equilib­
r ium conditions, as well as heuristic knowledge for con­
trol l ing the structural analysis process. 

The Diagram Layer represents a diagram of the two-
dimensional shape of a structure. It has operators that, 
directly act on this representation to allow inspection 
as well as transformation of the shape. 'These operators 
correspond to the manipulat ion and inspection opera­
tions people perform frequently and easily wi th diagrams 
while solving deflected-shape problems. 

The internal representation of a diagram is a combi­
nation of a b i tmap whose elements correspond to each 
"point" in a picture, and a more symbolic representa­
tion where each line is represented by a set of coordinate 
points. 

The relations among the diagrammatic objects are 
quite straightforward. The objects relate to each other 
in qualitative spatial terms such as connected-to, left, 
r ight, above and below. Moreover, only those pr imit ive 
geometric properties, such as whether the angle between 
two lines them is acute, obtuse or right angle, that are 

easily identified by visual inspection are explicit ly repre­
sented. 

There is a close link between the two layers. The sys­
tem relates the representation of a particular beam in the 
Structure Layer to a spline in the Diagram Layer, and 
the concept of deflection of a beam to an operation on 
a spline to transform its shape. Likewise, the system iS 
able to identify features of a line (e.g. direction of bend­
ing, existence of an inflection point) and to communicate 
these features to the Structure Layer. 

Communication between the two layers takes place by 
sending commands and posting constraints by the Struc­
ture Layer, which is carried out or checked by the Dia­
gram Layer. There is a translator to mediate the commu­
nication. When the Structure Layer posts a constraint 
or a command, the Translator translates it into a call to 
a Diagram Layer operator that can directly act on the 
representation of the diagram to manipulate or inspect 
i t . The result is again translated back to concepts that 
the Structure Layer understands. 

REDRAW has successfully analyzed six of the 23 ba­
sic deflected shape problems described by Allen [Allen, 
1978]. An informal evaluation by a civil engineer shows 
that the program reflects the qualitative reasoning pro­
cess used in analyzing frame structures, and that it 
would be useful in helping students and novice engineers 
learn to solve problems of this type. 

3.1 Example 
This section describes REDRAW's problem solving pro­
cess with the example in Figure 3, which is the same 
problem as the one shown in Figure 1. 

Given the frame structure of Figure 3(a) and load, 
Load3, the Structure Layer, SL, sends a command, 
"Deflect Beam3 in the same direction as the load", 
which the Translator, Tr, translates into an operation 
"Bend Beam3.pic1 in the negative direction of the y-
coordinate." Carrying out this operation wi l l result in 
the shape shown in Figure 3(b). SL infers that since 

1 X.pic is a reference to the DL object that represents the 
shape of the SL object, X. 
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Joints is a r igid jo in t , BeamZ and Co lumn3 must re­
main perpendicular to each other at Joint3. SL issues a 
query to test this constraint. The query is translated into 
"Get the angle between Beam3pic and Column3.pic, 
at the ends connected by Joint3.pic for the Diagram 
layer, DL. The answer, the actual angle between the 
two lines, is communicated to SL as the answer that the 
constraint is not satisfied. SL now issues a command to 
satisfy this constraint while keeping Beam3 f ixed, which 
is translated into "Make the angle between Beam3.pic 
and Column3.pic at Joint3.pic 90 degrees wi thout mod­
i fying Beam3.pic" for DL. Carry ing out the operation 
wi l l result in the shape shown in Figure 3(c). Commu­
nication w i l l continue in this manner unt i l all the con­
straints are satisfied. 

3 .2 D i s c u s s i o n 

The design of R E D R A W is greatly influenced by the 
ideas of Kosslyn [Kosslyn, 1980], and Chandrasekaran 
& Narayanan [Chandrasekaran and Narayanan, 1992] re­
garding human cognitive architectures, in which they ar­
gue that some types of reasoning are t ight ly coupled w i th 
perception. This idea of "perceptually grounded reason­
ing" is reflected in the architecture of R E D R A W , which 
consists of symbolic and diagrammatic layers that are 
closely coupled. 

The problem solving approach of R E D R A W is de­
signed to mimic the qual i tat ive structural analysis 
method of human engineers. From the user's point of 
view, the design of the program allows one to concen­
trate on qual i tat ive features of the structure, wi thout 
requiring the specification of details. The diagrammatic 
components of the system faci l i tate the visualization of 
the part icular deformation problem and its likely range 
of solutions. To aid in this visual ization, the Diagram 
Layer operators include a "write-over" abi l i ty ; that is, 
after a shape t ransformat ion, dotted lines show the orig­
inal structure, jus t as a person draws a deformation r ight 
over the original line rather than create a separate new 
drawing. Displaying the shapes before and after each de­
formation step allows h im to visually inspect and verify 
the inference process that was used in the shape trans­
format ion. 

Since R E D R A W follows a very informal analysis 
method, it does not work well when the structure be­
comes more complicated. I ts most cri t ical shortcoming 
is that it does not reason expl ic i t ly about forces and 
bending moments underlying the heuristics for determin­
ing how the deformation should propagate. As a result, 
when there are ambiguities due to mul t ip le constraints 
being applicable to propagate deformation, it cannot re­
solve the ambigui ty or even reason about the real cause 
of such ambiguity. Furthermore, because there is no ex­
plicit reasoning about forces and moments, one cannot 
proceed directly f rom the informal analysis to a more 
formal analysis, which would require reasoning about 
those concepts. To address these shortcomings, we un­
dertook a second implementat ion of R E D R A W , which is 
discussed in the fol lowing section. 

4 REDRAW-I I 
R E D R A W - I I solves the same type of structural analysis 
problems as R E D R A W , employing a more formal anal­
ysis technique involving explicit reasoning about force 
equi l ibr ium, moment equi l ibr ium and the shape, which 
the structural engineer must consider simultaneously in 
order to determine the final deflected shape. REDRAW-
II draws and manipulates three different diagrams, a 
force diagram, a bending moment diagram, and a de­
flected shape diagram, to reason about the subproblems 
and display the results. 

Because of the more formal analysis method 
R E D R A W - I I employs, REDRAW- I I ' s problem solving 
capabil i ty is more general and also more easily exten­
sible than that of the first implementat ion. However, 
w i th respect to diagrammatic reasoning, REDRAW- I I 
relies more on symbolic reasoning to solve problems ihan 
REDRAW did. In R E D R A W - I I , the diagrammatic in­
format ion is used more for control purposes than for ac­
tual ly solving a problem, especially for computing the 
forces and the bending moments. For example, forces 
are computed by rules in a few of the simplest cases, 
and by setting up and solving equations for the rest. 
For a given force, there are a large number of equations 
that can potential ly produce an answer since one can 
formulate force and moment equi l ibr ium equations for 
any subpart of the structure containing the location of 
the force. R E D R A W - I I has heuristics that use diagram­
matic in format ion, such as the position of a load on tin-
structure or the deformation of a particular member, to 
determine what equation is most likely to produce an 
answer for a particular force given the available infor­
mat ion. 

4 . 1 D o m a i n - D e p e n d e n c e o f t h e D i a g r a m 
Layer 

In implement ing R E D R A W and R E D R A W - I I , we ini­
t ia l ly intended all the diagrammatic operators, such 
as bend, rotate and smooth, to be domain- and task-
independent. However, it has become clear that while 
some operators are domain-independent, others are quite 
domain- and task-specific. For example, the implemen­
tat ion of the "bend" operator reflects the assumptions 
impl ic i t in the domain and the task that the curvature 
of the bent line is large enough so that it can be clearly 
seen, but not so large that the structural member would 
appear to be broken. 

Also, the inspection operators we have chosen to im-
plement reflect the nature of the problem and of the do­
main knowledge we used. For example, most of the con­
straints in the structure layer are local constraints that 
apply to a single structural member or a set of members 
that are connected by a single jo in t . Thus, the inspection 
operators we have implemented are only those that de­
tect local features of the diagram. In structural analysis. 
some global features such as symmetry are very useful, 
though we did not implement the operators for them. A 
more general-purpose diagrammatic reasoning layer will 
require a larger set of operators, which must be param­
eterized to work in a variety of situations. The set must 
include operators for inspecting and manipulat ing both 
local and global features of a diagram and must cover 
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Figure 4: I l lustrat ion of the inter-layer communication of REDRAW for the example problem shown in Figure 3. 
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the types of operations humans perform frequently and 
easily with diagrams of many different types. 

5 Related Work 
We have previously built a program called QStruc to 
solve the same deflected shape problem described in this 
paper, but using a traditional, symbolic AI approach 
[Fruchter et a/., 1991]. There is no explicit representa­
tion of the shape of a structure in the program. The 
shape is implicitly represented by the existence of such 
physical processes as bending, and the qualitative values 
(positive, negative, zero or unknown) of such parame­
ters as displacements. Both R E D R A W and R E D R A W - I I 
solve problems more efficiently than QStruc. Their effi­
ciency is due to the fact that diagrams allow the systems 
to focus the solution process much better than QStruc, 
which blindly sets up all applicable equilibrium equa­
tions and tries to solve them. Our informal evaluation 
of the systems also shows that R E D R A W programs are 
much more instructive in helping the user to gain intu­
itive understanding of the physical phenomenon. 

One of the first pieces of work that took the diagram 
as an integral part of understanding and solving a phys­
ical problem is Novak's work on physics problem solv­
ing. His system, ISAAC, solved problems in elementary 
dynamics[Novak, 1977]. ISAAC read a problem stated 
in English, generated an internal geometric model of the 
situation, set up mathematical equations, and solved 
them to produce an answer. It also drew a diagram 
to represent the given situation based on the geometric 
model. Though ISAAC did not actually use the dia­
gram for problem solving, it used it to demonstrate its 
understanding of the problem to the user. 

In Chandrasekaran and Narayanan's work on 
commonsense visual reasoning [Chandrasekaran and 
Narayanan, 1990], they proposed a visual modality-
specific architecture, using a visual representation 
scheme, consisting of symbolic representations of the 
purely visual aspects (shape, color, size, spatial rela­
tions) of a given situation at multiple levels of resolu­
tion. The visual representation is linked to an underlying 
analogical representation of a picture so that visual op­
erations performed on the analogical representation are 
immediately reflected on the visual representation and 
vice versa. Chandrasekaran and Narayanan's objective 
was "to propose a cognitive architecture underlying vi­
sual perception and mental imagery that explains analog 
mental imagery as well as symbolic visual representa­
tions" [Chandrasekaran and Narayanan, 1990]. 

Among the researchers of qualitative physics, Forbus 
was the first one to note the importance of diagrams 
in solving spatial problems. In his work on qualitative 
kinematics, he proposed the M D / P V model for repre­
senting spatial information [Forbus, 1980; Forbus et a/., 
1991]. His M D / P V model consists of the Metric Dia­
gram, which contains enough quantitative information 
to compute geometric features necessary for reasoning, 
as well as a Place Vocabulary, which is a set of relations 
that are appropriate for qualitatively representing (and 
solving) the particular problem at hand. Though, on the 
surface, our two-layered architecture with the Diagram 
and Structure Layers seems very similar to the M D / P V 

model, there are important differences. On one hand, 
Forbus' Metric Diagram is intended to represent quanti­
tative information of a physical (spatial) situation, and 
the Place Vocabulary is a qualitative abstraction of the 
information in the Metric Diagram. On the other hand, 
our Diagram Layer is intended to represent diagrams 
used by people for solving problems. Whatever physical 
interpretation that the diagram may have is bestowed 
upon it by the Translator, which relates diagrams to the 
concepts in the problem domain. The information in the 
Structure Layer is not an abstraction of the diagram, but 
is the conceptual knowledge of the domain of structural 
analysis required to solve the deflection problems. This 
difference probably reflects the difference in focus: the 
main focus of our work is on the use of diagrams as es­
sential medium of problem solving while Forbus' focus 
seems to be on solving qual i tat ive kinematics problems. 
Whether this difference wi l l result in diiferent, degrees 
of re-usability of the architectures (e.g. relative ease of 
reusing the problem solving architectures, especially the 
Metric Diagram and the Diagram Layer, for other do­
mains) remains to be seen. 

The work by DeCuyper and his colleagues[Decuyper cl 
a/., 1995], as well as an earlier piece of work by Gardin 
and Meltzer [Gardin and Meltzcr, 1989], both take a 
very different approach to reasoning about l iquid from 
those based on symbolic qual i tat ive reasoning. Instead 
of representing a body of l iquid or a solid object as one 
entity as is usually done in symbolic reasoning systems, 
they represent both types of things as a one- or two-
dimensional collection of particles. Each particle repre­
sents a small piece of l iquid or solid stuff. They use a 
two-dimensional array to represent the position of each 
piece, and simulate the movement of each piece to pre­
dict the behavior of the collection. For simulat ion of the 
movement, DeCuyper et al. apply physics laws to each 
cell, while Gardin and Meltzer use local rules, which gov* 
ern the exchange of messages between neighboring par­
ticles. By changing the rules restricting the permissible 
angle between particles, Gardin and Meltzer can also 
simulate the behavior of solid objects, such as rods and 
rings, of different f lexibi l i ty. As wi th Forbus' Metric Di­
agram, their analogical representation is not intended u> 
be a representation of a diagram but a representation of 
a model, composed of particles, of a physical si tuation. 
Their approaches seem promising, especially for reason­
ing about highly deformable objects. For such problems, 
relatively simple diagrams such as those used by RE­
DRAW may not be be very useful, and those that do 
reflect the situation fairly accurately may be diff icult to 
draw or to manipulate. 

6 Summary and Conclusion 
We have described our research on understanding the 
role of visual reasoning in a concrete problem-solving 
context. We have built prototype programs that reason 
qualitatively using diagrams in the same way that peo­
ple do. Our decision to work with the deflection of shape 
problem in the domain of civil engineering was based 
on two considerations: First, since we had already built 
a system to solve the deflection problem using a tradi­
tional symbolic approach, we could directly compare the 
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diagrammatic and symbolic reasoning approaches; and 
secondly, this was a knowledge-rich, real-world domain, 
which would allow us to study the role of diagrammatic 
reasoning in solving problems that required both types 
of reasoning. 

In addit ion to examining the role of diagrammatic rea­
soning in problem solving, we are considering the gen­
erality of our work and its extendibi l i ty to other areas 
of technical design such as in architecture and mechan­
ical engineering. Lark in and Simon [Larkin and Simon, 
1987] showed that even w i th a symbolic representation, 
problem solving efficiency in some cases can be greatly 
improved by organizing the information in a way that 
reflects the physical structure of the object represented. 
By developing a strong understanding of the role that vi­
sual reasoning plays in the overall problem-solving pro­
cess, we hope to construct a general tool that can be 
used to bui ld diagrammatic reasoning systems in many 
other problem domains. 
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