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Abstract

This paper describes an execution unit capable of com-
puting the Paeth Predictor, as used in the Portable Network
Graphics (PNG) standard. PNG is a rather new, lossless
compression method for real-world pictures. It features five
prediction schemes, of which the modified Paeth predictor
is the most computational intensive. This paper focuses
on a hardware implementation of the Paeth predictor and
a hardware Paeth codec capable of computing three dif-
ferent quantities: the Paeth predictor of three inputs, the
difference of the current pixel and the Paeth predictor of
the other inputs (Coding), and the sum of the coded input
and the Paeth predictor of the other three inputs (Decod-
ing). The proposed Paeth-codec takes two cycles, where a
cycle is comparable to an general purpose ALU cycle. De-
pending on the mode of operation, the proposed mechanism
produces the predictor or the (de/en)-coded pixel value.

1. Introduction

A standard that is gaining popularity in image coding
and compression is the Portable Network Graphic (PNG)
[1] standard. The PNG standard has been created as an
alternative solution to Graphics Interchange Format (GIF)
[2]. PNG features a lossless compression scheme, based on
predictive coding and deflate compression. The standard is
written so that its speed would be high and that it would
benefit from the Multimedia extensions of general purpose
processors [7]. One of the key-features of PNG is the abil-
ity to chose out of five predictors for the predictive coding,
namely: none, up, left, average and Paeth. All five predic-
tors can operate with the value of only three adjacent pix-
els. These pixels are positioned above, left and left-above
the current pixel. After the prediction step, the coded pixel
data is stored in a bit-stream which is subsequently deflated

using the gzip algorithm [3].
The Paeth predictor is normally computed in software.

The routine used for this is defined in the PNG standard and
shown here as Figure 1.

int predict ( inta, b, 
 )f
int p, pa, pb, p
p = a+ b� 
 /* this is the initial estimate */pa = abs(p� a ) /* distance of each member to the */pb = abs(p� b ) /* initial estimate */p
 = abs(p� 
 )
if ( pa � pb ) and (pa � p
 ) return (a ) /* return */
else if (pb � p
 ) return (b ) /* element nearest to p, */
return (
 ) /* in a,b,c tie-break order */g

Figure 1. The Paeth encoding routine accord-
ing to the PNG specification [1].

To compute the Paeth predictor on a SunSparc 10 proces-
sor, 21 instructions are needed, including 6 branches. This
code is shown in Figure 2 for reference. If the code would
be scheduled for a Very Large Instruction Word (VLIW) [5]
machine, the computation ofpas, pbs andp
s could be par-
allelized, but the number of cycles would still be around 15
(assuming pipelined operation).

To improve the execution speed, we propose a hardwired
Paeth prediction unit, which computes the Paeth predictor
of a set of three input values in two machine cycles1. As the
predictor is selected from the input values, and the critical
path is the control of the output selectors, we can also pre-
compute the difference or the sum of a fourth input (d) with
each of the three inputs. This means that we are also able

1A machine cycle assumed here is comparable to the cycle time of a
general purposed ALU.



_predict:
add a,b,temp
sub temp,c,p
subcc p,a,pas
bneg,a L2
sub 0,pas,pa

L2:
subcc p,b,pbs
bneg,a L3
sub 0,pbs,pb

L3:
subcc p,c,pcs
bneg,a L4
sub 0,pcs,pc

L4:
cmp pa,pb
bg L9
cmp pb,pc
cmp pa,pc
ble L8
cmp pb,pc

L9:
ble L8
mov b,a
mov c,a

L8:
retl
nop

Figure 2. Sparc-10 pseudo assembler code.
All register names have been named to the
original variable names for readability. Note
that the caller expects to see the result in the
register where it stored a.

to compute the coded or decoded value within the same two
machine cycles. We compute the predictor by directly com-
puting the distances of the initial estimator (p) to each input,
and selecting the input which has the smallest distance.

The proposed scheme operates as follows:� Direct computation of the distance of each input to the
initial estimate.� Compare these distances using Carry-generators.� Select the input with the lowest distance.

For the codec unit, we precalculate three temporal re-
sults, which are the sum (decoding) or difference (encod-
ing) of the current pixel and each of the inputs, and select
one of these precalculated values. Using this scheme, the

critical path is not affected, and yet the number of executed
operations is increased.

The paper is organized as follows: first we provide
some background information about the PNG standard and
the Paeth Predictor, in Section 3 we describe the software
routines used in the Paeth Predictor and the modifications
needed to allow a hardware implementation. In Section 4
we describe an extension of the predictor, the Paeth Codec,
which can code or decode a pixel with no additional cycle-
time. In Section 5 we evaluate the unit with some hardware
and time estimations. Section 6 concludes the discussion
with some final remarks.

2. Background

In this section we will provide some information about
compression of images, the type of compression schemes
and in particular the compression method used by PNG.

We begin by indicating that pictures may contain infor-
mation in a structured way, and this structure introduces re-
dundancy. Redundancy means that all information may not
be necessary to convey the message.

In order to diminish the size of the picture on the storage
device (e.g. disk) or the transmission time over the Internet,
we need a method to extract and describe the redundancy
in pictures. There are two basic ways of compression, loss-
less and lossy. Lossy compression could be appropriate for
photographic pictures. The decompression of a lossy com-
pressed image results in a similar but not necessary a 100%
identical picture. The legitimacy for such a scheme relies
on the fact that “small” differences are not visible or distin-
guishable to the human eye, thus losing some information
can be acceptable.

Lossless compression is mostly used for synthetic pic-
tures, or computer generated graphics. When decompress-
ing a lossless compressed image, the original image is re-
stored, which is a 100% identical copy of the original.

PNG has been defined as an alternative solution to GIF
and it has been developed with the following objectives [1]:� Simple and portable: developers should be able to im-

plement PNG easily.� Legally unencumbered: to the best of knowledge of
the PNG authors, no algorithms under legal challenge
are used. (Some considerable effort has been spent to
verify this.)� Well compressed: both indexed color and true-color
images are compressed as effectively as in many other
widely used lossless formats, and in most cases more
effectively.� Interchangeable: any standard-conforming PNG de-
coder must read all conforming PNG files.



� Flexible: the format allows for future extensions and
private add-ons, without compromising interchange-
ability of basic PNG.� Robust: the design must support full file integrity
checking as well as simple, quick detection of com-
mon transmission errors.

These objectives have resulted in quick adoption by both
industry and the Open Source Software movement. PNG
has become the native format for graphics in Microsoft Of-
fice 97 [8] and is also used more and more on the Internet.

In addition, PNG is now in the early stages of interna-
tional standardization, thanks largely to its inclusion inthe
VRML97 standard [9]. It is expected to become a joint
ISO/IEC standard (ISO/IEC 15948) [9] by early 2000.

The “core business” of PNG is the compression of graph-
ical data. This is achieved using prediction coding (filter-
ing) and standard deflate/inflate compression [3]. In order
to improve the compressibility of the data, filtering is used.
The purpose of filtering is the extraction of spatial redun-
dancy by recording only the differences between the current
pixel and one or more of its neighbors. PNG offers five filter
types, namely: none, up, left, average and Paeth. In this pa-
per, we develop a codec scheme for the Paeth predictor. The
other four predictors are trivial to implement in hardware.

- - - -

--

-

. . . .

.

c

a

b

d

Figure 3. The definition of a, b, c and d ac-
cording to the PNG specification [1].

Figure 3 gives the naming conventions of the Paeth pre-
dictor within the PNG standard. The pixels denoted with “-”
are already transmitted and no longer of interest, the pixel
denoted with “d” is the current pixel and the pixels denoted
with “.” will be transmitted in the future. Note that the nam-
ing, and as a result of the naming the tie-break-order, are not
identical to the original Paeth predictor as defined in 1991
by Alan W. Paeth [6].

The Paeth predictor is used to achieve compression, as it
is anticipated that the difference between the predictor and
the actual pixel will be small. This is caused by the spa-
tial redundancy in the picture. Pixels generally do not differ
much from their neighbors. The difference between the pre-
dicted pixel value and the actual pixel value is transmitted,
after compression using deflate techniques. The resulting

differences are generally small numbers, which need fewer
bits for transmission. In this way compression is achieved.

As indicated earlier the five filters of PNG are None, Up,
Left, Average, and Paeth. The first is very simple, each pixel
is predicted as zero. The Up and Left predictor depend on
one of the neighbor pixels. The Average filter depends on
both these neighbors. The Paeth predictor is the most com-
plicated predictor. It depends on three neighboring pixels.
The naming of the neighboring pixels is shown in Figure
3. Summarizing the five predictors and their function, the
following holds true:

None The None filter transmits(d)
Up The Up filter transmits(d� b)
Left The Left filter transmits(d� a)
Average The Average filter transmits(d� (a+ b)=2)
Paeth The Paeth filter transmits(d� Paeth(a; b; 
))

The Paeth Predictor makes an initial prediction ofd with
the following formula:Pd = a + b � 
, wherea, b and

are defined according to Figure 3. If the intensity of the pic-
ture is gradually increasing of decreasing in that area, this
prediction is perfect. However, this predictor doesn’t fulfill
all four criteria which Paeth defined in his article. These
criteria are summarized in Table 1.

Identity P (a; a; a) = a (1)
Transposition P (a; b; 
) = P (a; 
; b) (2)
Complementation P (a; b; 
)0 = P (a0; b0; 
0) (3)
Membership P (a; b; 
) 2 fa; b; 
g (4)

Table 1. The criteria for the Paeth Predictor.

The first criterion is trivial, if all pixels in some neigh-
borhood have the same value, it is safe to predict this value.

The second criterion ensures that if rows and columns are
interchanged, the result doesn’t change. This seems con-
tradictory to the tie-break order. However, in the original
Paeth predictor one can’t construct a case where this is of
importance. In the PNG Paeth predictor, the second crite-
rion doesn’t hold anymore. However, as column and row
interchanging is not used in PNG, it is not important.

The third criterion yields that the inversion of the raster
(like a negative of a photo) results in an inversion of the
predictor.

The fourth criterion ensures that the predictor is always
within the bounds of the pixel-value range for each input
combination. (No need for clipping/saturation.) This fourth
criterion is implemented by selecting the element closest to
(a+b-c) as the predictor. This may yield a less optimal pre-
dictor, but there are no worries about bounds. It means that



all computations and comparisons within the Paeth predic-
tor should be done using enough precision in order to pro-
duce a correct result.

Figure 1 gives the software routine to compute the Paeth
Predictor. The PNG standard [1] deviates slightly from the
original Paeth Predictor in that it operates as follows:

1. It defines a new naming scheme for the incoming pix-
els, which essentially results in a different tie-breaking
order.

2. It defines that all operations are done on 8-bit (byte)
quantities. This simplifies the computations and en-
courages the use of MMX [7] instructions.

3. It defines the pixel left to the current pixel to be the
last transmitted pixel. In case of interlacing, there can
be quite a number of pixels “in between”. The same
holds for the vertical direction. The previous line is
interpreted as the previous transmitted line. This tech-
nique reduces the amount of bufferspace needed. The
different interlacing schemes ensure that thea, b, 
,
andd pixels are still the corners of a rectangle.

All these modifications are made in order to make a soft-
ware implementation “straight forward” and possibly fast,
maybe at the expense of a slightly less optimal compres-
sion. They also make the implementation of a hardware
accelerator for the Paeth predictor or even a Paeth codec
feasible.

In this paper, we will assume the definition of the Paeth
predictor as given in the PNG definition [1]. Under this
definition, all operations are performed on 8-bit quantities
(bytes). These bytes are interpreted as unsigned binary
numbers. If the image is composed of 16-bit deep RGB
values, (48 bits per pixel), the operations are performed 6
times on 6 bytes independently of each other. If the data is
only black-and-white, 1 bit per pixel, this 1 bit is packed as
a byte and consequently treated as a byte.

Due to the possible interlacing schemes defined in the
PNG standard, the previous received pixel is not necessarily
adjacent to the current pixel. This holds also for the vertical
direction. The Paeth predictor selects the previous pixel as
the last transmitted pixel, and the previous line as the last
transmitted line. This might result in a slightly less optimal
compression, but decreases the memory-requirementsof the
(de)coding process.

3. Computing the Paeth Predictor

The routine displayed as Figure 1 is the Paeth predictor
as defined in the PNG standard [1]. The inputsa, b and

are 8-bit, treated as unsigned binary numbers. However, the
variables internal to the routine are not to be truncated to 8
bits.

In order to propose a hardware implementation of this
routine, we rewrite it. In Figure 4 we can distinguish three
steps. These steps will be exposed in the hardware imple-
mentation. In the first step, we computepas, pbs andp
s.
These are the signed variants ofpa, pb andp
, denoted as
10 bit, two’s complement intermediate numbers. In the sec-
ond step, we compute Test1,Test2 and Test3. The third
step is the selection of the right input as the output.

int predict ( int a, b, c )f
int pas, pbs, p
s
boolTest 1 Test 2 Test 3pas = ( b� 
 )pbs = ( a� 
 )p
s = ( a+ b� 2
 )Test 1 = ( jpasj � jpbsj )Test 2 = ( jpasj � jp
sj )Test 3 = ( jpbsj � jp
sj )

If Test 1 andTest 2 return (a )
else ifTest 3 return (b )
return (
 )g

Figure 4. The Paeth Algorithm simplified, so
that it can be mapped to hardware. Note that
the result of this routine and the original (Fig-
ure 1) is the same.

The computation ofpas, pbs andp
s is done by an adder
circuit [12, 10]. As the range of the unsigned bytesa, b and
 is from 0 to (28 � 1), the variablep
s can range from0 + 0 � 2 � (28 � 1) to 28 � 1 + 28 � 1 � 2 � 0, which
is from�29 + 2 to 29 � 2. This range is just covered by a
10-bit two’s complement number, which ranges from�29
to 29 � 1. Althoughpas andpbs are representable as 9-bit
two’s complement numbers, we also represent them as 10-
bit two’s complement numbers to facilitate the subsequent
comparisons and to preserve the regularity of the unit. In
binary notation, this leads to the following additions:pas = (b� 
) = (00b+ 11
+ 1) (1)pbs = (a� 
) = (00a+ 11
+ 1) (2)p
s = (a+ b� 2
) = (00a+ 00b+ 1
1 + 1) (3)

As can be concluded from the previous three formulas, a
sign-extension takes place to make all the input numbers 10
bits long. The negative value of�
 is computed using an
inversion and the addition of a hot-one.



The computation ofp
s involves a 3 to 1 addition, where
one of the operands is shifted one position to the left (mul-
tiplied by 2). This is accommodated by using an extra level
of Full-Adders, which performs a carry-save addition of the
three operands, resulting in a sum and a carry word. These
are then added in a 2-1 binary adder. A graphical represen-
tation is shown in Figure 5.
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Figure 5. The adder used to compute p
s froma, b and 
.
After the computation ofpas, pbs andp
s, there are sev-

eral ways to computeTest 1, Test 2 andTest 3. To com-
puteTest 1 we have to find out whetherjpasj � jpbsj.
We can use a carry-based comparison ofpas andpbs. This
means that we add them in some form and that the resulting
carry reflects whether the inequality was true or false.

We first have to adjust the signs ofpas andpbs. In order
to compare them, we check whetherjpbsj � jpasj � 0. In
order to facilitate this, we have to make sure thatpbs has a
positive sign andpas has a negative sign. If the sign is op-
posite, we invert the operand and add a hot-one to the result.
This hot one is taken care off in the addition. If bothpas
andpbs are inverted, there are two hot ones. This means
the carry-generator needs a special structure to accommo-
date this. This is implemented as a layer of half-adders, as
shown in Figure 6.

The testjpbsj � jpasj � 0 is now modified topbpos +paneg � 0. The test for carryout is basically the test for re-
sult� 210. We have to keep in mind that the sign-bit ofpas
is interpreted as a positive number here, with value29 in
stead of�29. We are therefore essentially adding210. The

binary summation is therefore:paneg + 210 + pbpos � 210
So if pbpos + paneg � 0 the binary additionpbpos + paneg
generates a carryout. Figure 6 gives a graphical represen-
tation of the unit which computes Test1 frompas andpbs.
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Figure 6. The computation of Test 1. Bit num-
ber 9 is the Most Significant bit, the Sign-bit.
The outputs 0 to 9 are not used, and need not
be computed.

Test 2 and Test3 are computed using similar logic. The
control of two mux-boxes is trivial. Figure 7 gives a graph-
ical representation of the entire unit.

4. Implementation of a Paeth codec

A possible extension of this unit is the extension to a
Paeth codec, which has not only thea, b and
 input, but
also uses the to be encoded or decoded pixel,d. When the
prediction is known, the coding is simply subtracting the
prediction from the actual data.Coded Data = A
tual Data� Predi
tion= d� pred
Decoding is done by adding the prediction and the received
coded data.Original Data = Coded Data+ Predi
tion= d+ pred

These operations are done modulo 256, as defined in the
standard [1].
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The most obvious accommodation of this addi-
tion/subtraction step is after the multiplexers, but this causes
an increase of the latency of the unit. This is shown in Fig-
ure 8.

As the predictor is always equal to one of the input val-
ues, and the path from the input to the data-input of the mul-
tiplexers is empty, (as opposed to the path from the input to
the control-input of the multiplexers) the adding/subtraction
step can be accommodated there. Thereby we effectively
make a 2-cycle, 4-input Paeth codec, with three operation
modes:

Code In this mode, thed input is set to the value of the to be
coded pixel. The result is the coded pixel. (Mode=1)

Decode In this mode, thed input is set to the received
coded input and the output is the reconstructed pixel.
(Mode=0)

Predict In this mode, thed input is set to zero and the op-
eration is set to decoding. This results in the output
reflecting the normal Paeth predictor. (Mode=0)

The program-notation for this is given in Figure 9. A
graphical representation of the implementation of this opti-
mized execution unit is shown in Figure 10.
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Figure 8. Direct implementation of the PNG
Paeth Codec.

5. Hardware and Time estimations

We have presented a sample implementation of a 4-input
Paeth codec, capable of coding and decoding images using
the Paeth Predictor as described in the PNG standard. It
computes which of the inputs to use as Paeth predictor and
in parallel (de)codes the fourth input with all inputs of the
predictor. After this step, the right result is chosen.

The critical path of the codec unit is the control of the
output multiplexers. It is basically two levels of binary
adders long. The path to the data-input of the multiplex-
ers is only one level of adders long. We estimate that the
speed of this unit equals that of a standard two-cycle mul-
tiply unit or requires two ALU cycles. This estimation is
based on the fact that the critical path is basically two times
an adder delay, which is bounded by an ALU cycle time.

The hardware requirements for the proposed unit are rel-
ative modest for a 4-input unit. We need:� 2 2-input 10-bit adders� 1 3-input 10-bit adder� 3 3-input 10-bit carry-generators� 2 2-input 8-bit selectors� 3 2-input 8-bit adders for the codec unit.

The scheme we have presented here is incorporated in
the execution unit for multimedia of the embedded system



int codec ( inta, b, 
, d, mode)f
int pas, pbs, p
s
unsigned intRes a, Res b, Res 

boolTest 1 Test 2 Test 3pas = ( b� 
 )pbs = ( a� 
 )p
s = ( a+ b� 2
 )Res a = (d+ (1� 2 �mode) � a)Res b = (d+ (1� 2 �mode) � b)Res 
 = (d+ (1� 2 �mode) � 
)Test 1 = ( jpasj � jpbsj )Test 2 = ( jpasj � jp
sj )Test 3 = ( jpbsj � jp
sj )

If Test 1 andTest 2 return (Res a )
else ifTest 3 return (Res b )
return (Res 
 )g

Figure 9. The Paeth Codec Algorithm, with the
subtraction before the selection. This results
in a codec which is as fast as a predictor in
hardware.

project Molen (Dutch for windmill). The project aims at de-
veloping a special purpose multimedia coprocessor, in addi-
tion to other embedded system architectures. A number of
special function units are currently being developed, among
which the Add-Multiply-Add unit [4] and the Sum Absolute
Difference accelerator [11].

6. Conclusions

We presented a Paeth codec, which computes either the
Paeth predictor, the Paeth-coded or the Paeth-decoded pixel
with only a two cycle delay. Compared to a 21 machine in-
struction SPARC implementation, this is a ten-fold speedup.
The unit is developed for PNG coding, but can also be use-
ful in other graphic schemes. The hardware requirements
for the unit are modest, in the order of 9 10-bit adders.

We compute the Paeth Predictor using the following
steps:� Direct computation of the distance of each input to the

initial estimate.� Compare these distances using Carry-generators.� Select the input with the lowest distance.
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Figure 10. Optimized implementation of the
PNG Paeth Codec.

The Codec variant computes the difference or sum of the
value to be encoded/decoded in parallel to the first step, it
does not alter the last two steps. The final step remains the
selection of the right output.
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